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Introduction

Heat Transfer and Draft loss Performance
of Extended Surface Tube Banks
New heat transfer and draft loss data are presented for one extended sUiface geometry
which was investigated in five staggered and one in-line ban!? arrangernents. In these
tests, 17Is-inch OD tubes with I-in. long elliptical studs wereini.esligated. The tube
ban!?s, which were in a clean condition, were either 8 or 10 rows deep and covered ratios

of transverse spacing to diameter (~) from 2.1 to 3.2 and longitudinal spacing to

diameter (~)L,) from 1.7 to 2.4. Heat tran.sfer was from air to the tube banhs, 'with

Reynolds numbers ranging from 13,700 to 46,400. Correlations with suitable arrange­
ment factors are shown to adequately describe the pelformance of the sUiface investigated.
The relative heat transfer, draft loss performance of all arrangements is shown 10 depend
upon the basis of comparison used.

Range of Variables

DURING t.he past. years t.here has been an inereased
use of ext.ended surface in heat t.ransfer equipment.. In oil
heaters in t.he pet.roleum industry and st.eam generat.or econo­
mizers in t.he elect.ric utilit.y indust.ry, extended surface has in
many eases taken t.he form of st.udded tubes. Operating in cross
flow, t.he heat t.ransferred from hot combust.ion gases t.o the
stndded surface.

leO!' one application of particular interest t.o The Babcock &
\Vilcox Company-st.eam generator economizers-the use of ex­
t.ended surface offered several potential advantages. However,
little heat transfer-draft loss informat.iou was available on which
to base economizer desigus using t.he relatively small diamet.er
st.udded tubing cont.emplated. Therefore, in l[J64, the compauy
initiated an experimental program to obtain informat.ion on both
staggered and in-line t.ube banks for oue studded t.ube geometry.
Clean heat. transfer surfacc was used in all cases. Because an
existing test, facilit.y was available at B&W Limitcd's research
facilities in Renfrew, Scotlaud, actual testing was conducted
there.

The objective of this paper is to present the results of the first
series of t.ests conducted OIl one in-line and five staggered tube
bank arrangements, and to compare their heat transfer-draft loss
IJerformance using several bases of compal'ison.

Contributed by the Heat Transfer Division ,md presented at the
Winter Annual Meeting, Los Angeles, Calif., November 16-20, 19G9,
of THE "cblERICAN SOC] [STY OF j\IECHANICAL ENGINEEHS, l\Ianuseript

l'eeeivecl by the Heat Transfer Division, May 22, 19G8. Paper No.
69-WA/I-IT-5.

Journal of Heat Transfer

Studded Tube Geometry:

Pis-in. OD tube with elliptical studs (l!,-in. wide X '/a-in.
thick X I-in. long on 'I.-in. staggered piteh with 6 studs pel'
row).

A photograph of the surface appears in Fig. 1.

Fig. 1 Photograph of extended surface tubing used

MAY 1970/215Copyright © 1970 by ASME
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Tube Bank Geometry : 

Tube 
bank 

number 
1 
2 
3 
4 
5 
6 

ST 

5 in. 
6 in. 
o in. 
o in. 
a in. 
1 in. 

ST 

D 
2.7 
3.2 
2.7 
2.7 
2.7 
2.1 

SL 

3. o in. 
3.25 in. 
4 .5 in. 
4.5 in. 
3.25 in. 
3 .5 in. 

SL 

D 
1.9 
1.7 
2.4 
2.4 
1.7 
1.9 

(P 

Arrangement 
Staggered 
Staggered 
Staggered 
In-Line 
Staggered 
Staggered 

eference Arrg't 

Gas inlet temperature: 195 to 422 V 
Gas flow: 25,000 to 66,600 lb/hr 
Cooling water temperature inside tubes: (SO to 100 F 
Water flow: 22,000 to 29,000 lb/hr 
Gas Reynolds number: 13.700 to 46,400 

L O W S T R A I G H T E N E R 

Fig. 2 Isometric v i e w of apparatus 

Test Apparatus 
The apparatus has already been described in detail in reference 

[ l ] , 1 and, therefore, a description of only the major components 
will be repeated here. 

An isometric view of the atmospheric-pressure heat transfer 
facility is shown in Fig. 2. The main air flow is supplied by a 
forced-draft centrifugal fan to a direct-fired preheater. Air flow 
is controlled by radial vane dampers arranged at the inlet to the 
combustion chamber. The air is heated while passing through 
a double conical, refractory-lined chamber in which light distillate 
oil is burned. Secondary air for (he burner is supplied by a small 
forced-draft fan. 

The heated air passes along the horizontal duct and through an 
expanded metal flow straightening grid to the test section. The 
gases are exhausted to the atmosphere through a circular stack 
containing a calibrated orifice assembly. 

Gas temperature was measured with grids of chromel-alumel 
thermocouples located before and after the test bank in 3-ft X 

1 Numbers in brackets designate References at end of paper. 

3-ft square ducts. Each thermocouple was connected through a 
cold junction and selector switch to a manually operated po­
tentiometer. 

In all tests the studded tubes were connected by 180-degree 
bends external to the lest bank to give two parallel water circuits 
running counter-flow to the gas stream. Cooling water for the 
cross-flow test bank was supplied from a mixing tank through two 
calibrated flowrators in parallel to the two circuits forming each 
test bank. Water temperatures were measured with calibrated, 
immersion-type mercury thermometers at the inlet and outlet of 
each flow circuit. 

The extended surface tubing used is shown in Fig. 1, (This 
photograph was supplied by B&W Limited.) The tube banks 
were built into a 3-ft X 3-ft frontal area by 4-ft long section. A~ 
large a bank as possible was fitted centrally into the test section 
with baffle plates at the top and bottom containing uncooled 
half-tubes to prevent gas by-passing. 

In order to determine the relative performance of each tube 
bank tested, tube bank Number 6 (ST = 4.0 in., SL = 3.5 in.) was 
designated as a "reference" arrangement and subsequently used 
as a standard against which the performance of the other tube 
banks was compared. 

•Nomenclature-

Cp - specific heat of gas at mean gas 
bulk temperature, Btu/ lb-F 

il = tube ID, in. 
D = tube OD, in. 

Mam = friction power lost per sq ft of 
heat transfer surface, where 
all gas properties are evalu­
ated at 500 F, fhp/ft2 

M'sTD = friction power lost per cubic foot 
of heat transfer surface, where 
all gas properties are evalu­
ated at 500 F, fhp/ft3 

/<' = draft loss coefficient expressed in 
velocity heads lost per tube 
row crossed 

= draft loss arrangement factor, as 

used in Fig. 7 
= heat transfer arrangement fac­

tor, as used in Fig. 5 
= acceleration due to gravity, 

ft/sec2 

O = gas mass velocity through empty 
approach duct, lb/hr-ft2 

Gg = gas mass velocity through mini­
mum free flow area in tube 
bank, lb/hr-ft2 

h = mean, local gas side heat trans­
fer coefficient (corrected for 

hsrl) = 

F 

F 

g 

h', 

k = 

N = 

Nu = 
AP = 

Pr = 

Qw = 

Re = 
Re ' = 

AT, = 

V = 

fin efficiency), Btu/hr-ft2-F 
mean, local gas side heat trans- Sr 

fer coefficient based on area of SL 

heat transfer surface, at stan- S 
dardized conditions where all 
properties are evaluated at 
500 F, Btu/lir-f t2-F /, 

mean, local gas side heat trans­
fer coefficient based on volume /» 
of heat transfer surface, at 
standardized condition where 
all properties are evaluated at 
500 F, Btu/hr-ft3-F 

gas thermal conductivity at 
mean gas bulk temperature, 
Btu/hr-f t-F Ug 

tube metal thermal conduc­
tivity, Btu/hr-f t-F (",„ 

numbers of tube rows in tube 
bank (7 lr 

Nusselt number, hD/12k 
static pressure loss across tube T-" 

bank, psf .r 
gas Prandtl number, Cpn/k 
heat absorbed by water flowing p 

inside tubes, Btu /hr 
gas Reynolds number, DGe/12n n 
modified gas Reynolds number, 

G/ix, f t - 1 

transverse tube pitch, in. 
longitudinal tube pitch, in. 
total outside surface area of 

tubes, including studs and 
stud ends, ft2 

water temperature entering tube 
bank, P 

water temperature leaving tube 
bank, F 

log mean temperature difference 
between gas and water, F 

overall heat transfer coefficient 
between gas and water, Btu 
hr-ft2-F 

average gas-side heat transfer-
coefficient, Btu/hr-ft2-F 

tube metal conductance, x/k', 
Btu/hr~ft'-F 

water-side heat transfer coef­
ficient, Btu/hr-ft2-F 

velocity of gas, ft/sec 
equivalent tube wall thickness,, 

ft, 
density of gas at mean gas bulk 

temperature, lb/ft3 

viscosity of gas at mean gas bulk-
temperature, Ib/ft-hr 
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Procedure 
Before each test series the tube bank was chemically cleaned 

io remove scale from the internal surface of the tubes. During 
each test, the pH level of the water was maintained at 10 by the 
addition of sodium hydroxide. The water flow rate through 
both circuits was equalized at a chosen value and the gas flow 
rate and temperature allowed to stabilize for approximately 30 
minutes before the test data were recorded. This same procedure 
was then repeated over a range of gas flow rates. Isothermal 
pressure drop tests were also conducted to supplement that data 
obtained with heat transfer. 

The criterion for acceptance of a particular test was that the 
measured heat loss from the gas agreed with the heat absorbed by 
t he water to within ± 5 percent. 

The basic steps used to correlate the heat, transfer data were as 
follows: 

i Calculation of an overall heat transfer coefficient (U): 

U = 
SAT, 

( I ) 

where QVl- is the heat absorbed by the water, S is the total outside 
-urface area including the studs, and ATm is the log mean tem­
perature difference between the gas and water. 

'J Calculation of the average gas side coefficient^/,,): 

U„ = 
1 

1 
(2) 

.vliere —- is the tube metal resistance (equals x/k'; x being the 

equivalent tube wall thickness and k' the metal conductivity) 
and 1/Utv is the water film resistance. 

3 Correction of gas side coefficient for fin efficiency. This 
correction, based on Gardner's paper [2], gives the mean local gas 
-ide heat transfer coefficient (h). The curves shown in Fig. 3 
-how the fin efficiency and the resulting correction. 

4 The mean local gas side coefficient (h) was then correlated 
in the form of (Nusselt no.)(Prandtl n o . ) - ' ' ' a g a i n s t Reynolds 
number. The characteristic dimension in the Nusselt and 
Reynolds numbers was taken as the tube outside diameter, the 
mass velocity in the Reynolds number is that at the minimum 
free flow area, and the gas properties are all at reference tempera-
i ure, T/, where 

T, = 
/i + k AT,,, 

2 2 

where l\ + h/2 is the average bulk water temperature and A7',,, 
: j the log mean temperature difference between gas and water. 

The basic steps in correlating the draft loss data were as follows: 
1 Calculation of draft loss coefficient, F, defined as the num­

ber of velocity heads lost per tube row crossed: 

F = AP ?-~ X 
/ 2g 

!4) 

where AP is the static pressure loss from the total head grid up-
-iream of the bank to the total head grid downstream of the bank; 

pF 2 . 
where — is the velocity head based on the minimum free flow 

2</ 
area and the average bulk gas temperature; and where N is the 
number of tube rows crossed by the gas. 

2 Correlation of the draft loss coefficient, as a function of gas 
i'eynolds number. Note that only the data obtained during the 
heat transfer tests were used in these correlations. The iso­
thermal data were used only for comparison purposes. 

The properties of air, as contained in NBS circular 564, were 
used in computing test results and other correlation work. 

100 

I 90 

7 0 

Z 

y eo 

5 0 

4 0 

3 0 

2 0 

i 

I 

"9 

0.9 

0.7 

0.5 w 

0.4 <?, 

0.3 

0.2 

0.1 

20 30 4 0 50 6 0 

AVERAGE GAS SIDE HEAT TRANSFER 

COEFFICIENT, Ug , B t u / h r - f t 2 - F 

Fig. 3 Fin ef f ic iency correction 

Heat Transfer Correlations. Fig. 4 shows plots of N u ( P r ) - ' / ! 

versus Re for the tube banks tested. I t can be seen that the 
in-line tube bank (Curve 4) provided the lowest heat transfer per­
formance of all arrangements, whereas the "reference" arrange­
ment (Curve 0) provided the lowest performance of all staggered 
arrangements. 

Further inspection of the data indicates that for the staggered 
arrangements the most important factor affecting the heat trans­
fer performance is transverse pitch. The performance is best 

a 3 4 5 

GAS REYNOLDS NUMBER,Re 

Fig. 4 Heat transfer results 
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3 0 0 

2 0 0 

Nu Pr _ l / 3= 0.639 

TUBE 
BANK 

1 
2 
3 
4 
5 
6 

sT 

5.0 
6.0 
5.0 
5.0 
5.0 
4.0 

SL 

3.5 
3.25 
4.5 
4.5 
3.25 
3.5 

ARRG'T 

STAG 
STAG 
STAG 

IN-LINE 
STAG 
STAG 

NuPr" ' /3= 0.639(1) F e0.547 

HEAT TRANSFER 
ARRG'T FACTOR-FH 

1.070 
1.153 
1.092 
0.900 
1.092 
1.000 REF. ARRG'T 

I 0 4 2 3 4 5 6 x l 0 4 

GAS REYNOLDS NUMBER,Re 

Fig. 5 Heat transfer correlations 

with the widest transverse pitch (Curve 2) and progressive!}' de­
creases as transverse pilch decreases. 

To facilitate the use of the information in Fig. 4, our objective 
was to correlate the experimental data in such a way that a single 
equation, together with suitable multiplying arrangement factors, 
would describe (he heat transfer performance of all six arrange­
ments tested. 

Visual inspection of the data showed that all six tube arrange­
ments gave correlation lines approximately parallel. Accord­
ingly, best lines were fitted to the data by the method of least 
squares on the assumption that the lines were, in fact, parallel. 
I t is realized thai the procedure does not give the best fit. for all 
arrangements. In particular, arrangement 0 (ST = 4.0 in., 
SL = 3.5 in.) would best be correlated by a Reynolds number 
exponent of 0.680 instead of O.o47. However, the error intro­
duced when using the correlations in the range of Reynolds num­
ber covered is small. 

Fig. 5 presents the results of the correlation work and shows 
that the heat transfer performance of each of the six tube banks 
tested can be described by the equation: 

where F H is an arrangement factor (tabulated in Fig. f>) based on 
the relative heat transfer performance of I he "reference" ar­
rangement. These factors were determined by dividing the 
Reynolds number coefficients for each correlating equation given 
in Fig. 4 by the coefficient for the "reference" arrangement. The 
standard deviation of the data for each tube bank from equation 
(5) is, therefore, the same as given in Fig. 4. 

Draft Loss Correlation. Fig. 6 shows plots of F versus lie for the 
tube banks tested. It can be seen that the in-line tube bank pro­
vided the lowest draft loss performance (Curve 4), whereas all of 
the staggered arrangements exhibit similar performance which 
does not reveal a general trend directly attributable to transverse 
or longitudinal pitch only. 

As was observed with the heat transfer data, all staggered tube 
arrangements appeared to give correlation lines approximately 
parallel. Therefore best lines were fitted to the staggered tube 
draft loss data on the assumption that the lines were parallel. 
Tlie data for (he in-line arrangement were correlated separately 
since the slope of the line was obviously different. 

Fig. 7 presents the results of the correlation work and shows 
that the draft loss performance of each of the five staggered ar­
rangements can be described by the equation: 

F = it /<Vlie-»-202 <«) 
where FD is an arrangement factor based on the relative draft loss 
performance of the "reference" arrangement. The same proce­
dure used for determining the heat transfer factor (F,,) was used 
to determine FD. The performance of the in-line arrangement 
can be described by: 

F = O.ool Ho' i7) 

It should be noted that the isothermal pressure drop data ob­
tained provided results nearly identical with the above results 
obtained with heat transfer. 

Relative Heat Transfer-Draft Loss Performance. By using Figs. 5 
and 7, the heat transfer and draft loss performance of any of the 
six arrangements tested can be determined. However, these 
plots deal only with heat transfer or only with draft loss, but not 
the two together. 

The overall performance of a tube bank is dependent upon the 
consideration of both heat transfer and draft loss together. 
Therefore, since the designer of a heat exchanger must judge the 
relative performance of various tube banks considering both 
heat transfer and draft loss, a convenient method for doing this 
is desirable. 

Nu = 0.630/''f/Re"-5« P r v 
(5) 

0.6 

0.5 

0.4 

0.3 

SYM 

D 

a 
0 
o 
o 
A 

TUBE 
BANK 

1 

2 
3 
4 
5 
6 

22^= 

S T 

5 . 0 
6 . 0 
5 0 
5 . 0 
5 . 0 
4 . 0 

sL 

3.5 

3.25 
4.5 
4 .5 
3.25 
3.5 

ARRG'T 

STAG 
STAG 
STAG 

IN-LINE 
STAG 
STAG 
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^=^=5= 

© 
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O-O—Q_ 

PRESSURE DROP 
CORRELATION 

F= 3.67 R e " 2 0 2 

F= 3.83 Re-.202 
r- 3 .44 Re"-2 0 2 

F = 0.55 R e ' * 6 9 

F = 3.77 R e " 2 0 2 

F = 3.51 R e " 2 0 2 

-o_ 

B=?w 
3 

. 4 

STD. 
DEVIATION 

1.2% 
0.4% 
0.95% 
1.2% 

0 . 4 % 
0 . 3 % 

z> 0.6 
h -

CC 

w 0.5 
a. 
l -
c/i 
° 0.4 
in 
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LU 

x 0.3 

> 
H 
u 
o 
-J 
LU 
" 0.2 

TUBE 
BANK 

1 
2 
3 
5 
6 

sT 

5.0 
6.0 
5.0 
5.0 
4.0 

sL 

3.5 
3.25 
4.5 
3.25 
3.5 

ARRG'T 

STAG 
STAG 
STAG 
STAG 
STAG 

/-STAGGEREC 

r- IN-LI ME 

DRAFT LOSS 
ARRG'T FACTOR- F0 

1.047 
1.09 1 

0.980 
1.075 

. ,1 .000 

- = ^ R £ F . ARRG'T 

i 
) ARRG'T F = 3.5I 

ARRG'T F= 0.551 

F 0 Re-

,e-o.o 

3202 

>9 

2 3 4 

GAS REYNOLDS NUMBER,Re 

7x10" 2 3 4 
GAS REYNOLDS NUMBER, Re 

Fig. 6 Draft loss results Fig. 7 Draft loss correlations 
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5 

6 

E S T D ] f l i p / i V 

Fig. 8 Relative performance, area basis, h.sri ; versus ESTD 

One method used in the past (3, 4) lias employed plots of a 
standardized heat transfer coefficient (which is a measure of a tube 
bank's heat transfer performance) versus a standardized power 
expenditure (which is a measure of the tube bank's draft loss 
performance). The term ' 'standardized" means that all gas 
properties are evaluated at a constant, temperature, usually 
500 F. (References [3] and [4] provide a complete description 
and sample calculation for this technique.) With this method, 
one can determine which tube bank exhibits the best heat transfer 
performance for a given power expenditure. This comparison 
can be based on either the heat, transfer surface area in the heat 
exchanger (i.e., BUi/hv-sq fl-V, transferred for a given friction 
horsepower loss per sq fl) or the heat exchanger volume (i.e., 
Btu/hr-c« fl~F transferred for a given friction horsepower loss 
percuft). 

For example, Fig. 8 is a plot, of hsrD versus ESTD on an area 
basis for all of the data from the six tube banks tested. Standard 
conditions are based on gas properties at 500 F. This plot 
shows that the staggered tube bank Number 3 (ST = 5.0 in., 
SL = 4.5 in.) transfers more heat per square foot of heat transfer 
surface for a given friction horsepower expended than any of the 
other arrangements tested. However, the relative performance 
of all staggered arrangements including the "reference" arrange­
ment is quite close, whereas the performance of the in-line arrange­
ment is the worst on this particular basis. 

Fig. 9 is a plot of h'HTD versus E'STD on a volume basis for 
representative data from all tube banks. This plot shows that 
for a given friction power expended, the "reference" arrangement 
transfers more heat per cubic foot, of heat exchanger volume than 
any other arrangement. The in-line arrangement, is again the 
worst on this basis. 

A second method that can be used to determine the relative 
performance of various tube banks employs plots of the ratio 
h-KTD/EsTD (that is, the ratio of energy transferred to energy lost) 
versus Reynolds number. The Reynolds number in this case is 
based on the mass velocity in a given size empty flow channel 
into which the heat transfer surface is to be installed. This con­
cept, is useful when heat transfer surface has to be installed in a 
fixed size flow passage in which the gas flow rate is also fixed, and 

2x10 3 4 6 8 10 2 3x10 
MODIFIED REYNOLDS NUMBER, Re' 

Fig. 10 Performance index based on hsri>/EsTD versus modi f ied 
Reynolds number 

when the optimum surface configuration for these fixed eonilitions 
is desired. One example of this type of use is in gas-cooled 
reactor design, where certain flow passage dimensions may have 
been set by space limitations and where gas flow rates may have 
been set by load requirements. 

For example, Fig. 10 is a plot, of the ratio hSTD'ESTD versus a 

,30 .40 
E S T D , snp / f r 3 

Fig. 9 Relah've per formance, vo lume basis, h'sro versus B'STD 

2 3 4 6 8 I 0 J 

GAS REYNOLDS NUMBER,Re 

Fig . 11 Performance index based on hsro/Bsro versus gas Reynolds 
number 
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modified Reynolds number for representative data from all tube 
banks. A modified Reynolds number (which does not include 
diameter) is used for this comparison since the empty duct size 
for all tube banks was approximately the same size, and since 
we are primarily interested in determining the relative per­
formance of the various surfaces in the same empty duct. 

This plot shows that for a given Reynolds number in a fixed 
size empty duct, the in-line arrangement provides the highest 
ratio of energy transferred to energy lost. The in-line arrange­
ment would, therefore, be considered the optimum surface for 
these fixed conditions. Note, however, that this method gives 
no indication of the amount of surface required by any arrange­
ment to transfer a given amount of heat from the gas to the water. 

For comparison purposes, the "reference" arrangement is seen 
to provide the lowest ratio of energy transferred to energy lost. 

To emphasize the importance of knowing what criterion has 
been used in a given relative performance study, we selected a 
variation of this second method which might be of some interest 
to a designer. This method employs plots of the ratio hSTD/ESTD 

i as was used above) versus the Reynolds number in the minimum 
free flow area of the tube bank. 

As shown on Fig. 11, the comparative performance of the 
various tube banks has once more been changed and now both the 
in-line arrangement and the "reference" arrangement provide, 
the highest ratios of energy transferred to energy lost. But 
again, there is no indication of the amount of surface required to 
do a given job. 

Summary of Relative Performance 

To summarize the discussion on the different methods of com­
paring extended surface tube bank performance, the designer 
should keep in mind the information each method conveys: 

Method T 

(a) hSTD versus Esrt)l on an area basis, determines the ar­
rangement that, for a given friction horsepower loss, will transfer 
the most heat per square foot of heat transfer surface. 

(6) h'STD versus E'STD, on a volume basis, determines the 
arrangement that, for a given friction horsepower loss, will 
transfer the most heat per cubic foot of heat exchanger volume. 

Method 2 

(a) hHTD/ESTD versus empty-duct Reynolds number deter­
mines the arrangement that, for a given Reynolds number in a 
fixed empty flow passage, will provide the highest ratio of energy 
transferred to energy lost. 

(b) hsrD/ESTD versus minimum-flow-area Reynolds number 
determines the arrangement that, for a given Reynolds number 
in the tube bank being considered, will provide the highest ratio 
of energy transferred to energy lost. 

Since the designer of heat exchangers which might use the type 
of extended surface investigated here is seldom faced with de­
signing under the conditions imposed under Method 2, we con­
sider this method of less value than Method 1. However, use 
of the various methods of determining the relative performance 
of different surface arrangements shown here may be of some 
value in certain cases. 
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Heat Transfer by Thermal Radiation anl 
Laminar Forced Confection to an Absorbing 
Fluid in t i e Entry legion of a Pipe 

The heat transferred to an absorbing fluid by coupled thermal radiation and laminar 
forced convection is computed for the entrance region of a tube with circular cross section. 
The tube wall is black and- isothermal and the fluid enters with either a fully developed 
(parabolic) or uniform axial velocity distribution. Both gray and approximately non-
gray absorption are considered with the nongray absorption specified by the "box mode!" 
which approximates the spectral absorption of a vibration-rotation band in a molecular 
gas by an absorption coefficient which is a constant within an effective bandwidth and 
zero elsewhere. The box model is applied to carbon monoxide and to carbon dioxide and 
the calculations additionally include the effects of variable transport properties and 
variable density. It is shown that for the range of parameters considered in this paper, 
the effect of the absorbed radiation is to increase the heat transfer near the entrance by as 
much as a factor of four and to decrease the thermal entry length by a factor of ten. The 
effects of radiation are shown to be more important when the fluid is heated than when 
it is cooled. By comparing the solutions for a gray fluid with constant properties with 
those using the box model of the absorption it is demonstrated' that the gray approxima­
tion is not quantitatively accurate. Approximate solutions are investigated and it is 
shown that when the radiation-convection interaction is weak the radiation heat flux can 
be computed approximately by ignoring the interaction and using the known forced con­
vection temperature solution. When the interaction is intense, both the coupling of the 
radiation and convection and also the spectral absorption must be accounted for in cal­
culating the heat transfer. The box model is shown to be an acceptable method for 
specifying the approximate spectral absorption coefficient in nonisothermal gases. 

Introduction 

1 HE thermal analysis of modern engineering systems 
must often include the effects of thermal radiation and forced 
convection. When the radiation is either very weak or very in­
tense one mode of heat transfer may be clearly predominant. 
However, in some cases both can be of equal importance and the 
interaction of radiation with forced convection must be con­
sidered in establishing the overall heat transfer in the system. 
The description of this coupling effect in a manner suitable for 

engineering analysis is not well established, primarily because of 
I he difficulty of accounting for the heat transfer by thermal radia-
l ion from nonisothermal gases. 

Heat transfer from isothermal gases can be adequately deter­
mined in terms of the total band absorptance and transmittance 

Contributed by the Meat Transfer Division and presented at the 
Winter Annual Meeting, Los Angeles, Calif., November 16-20, 1969, 
<>f THE AMERICAN SOCIETY OP MECHANICAL ENGINEERS. Manuscript 
received by Heat Transfer Division, April 15, 1969. Paper No. 69-
WA/HT-16. 

for homogeneous optical paths. In contrast, a nonisothermal 
gas requires a knowledge of the spectral absorption coefficient, 
which is a function of the local thermodynamic state. That 
energy which is absorbed in gases with temperatures below 5000 
deg R is due to vibrational-rotational energy transitions in the 
near-infrared and is strongly spectrally dependent. This pre­
cludes the use of a single mean absorption coefficient. A practi­
cal specification of the absorption is offered by those approximate 
absorption coefficients which ignore the complicated spectral 
fluctuations but yet maintain the gross properties of the true 
absorption. An example of such an approximation is given by 
the "box model" described by Penner [ l ] 1 and recently examined 
by Cess, et al. [2], iu which the absorption is constant over an 
effective bandwidth. An improved model has been given by 
Edwards and Menard [3] as an extension of early work by Schaak 
[4] which makes an additional correction for the distribution of line 
intensities within the band. This is the "exponential wide-band" 
model. Both models are most accurate at large pressure-path 
lengths or high temperatures where the individual lines in a band 
are overlapped. 

1 Numbers in brackets designate References at end of paper. 
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The purpose of this paper is to apply approximate specifications 
of the absorption to study the heat transfer in an absorbing 
fluid in laminar flow at the entrance to a black isothermal tube 
with circular cross section. The fluid is initially isothermal and 
enters with either a uniform or parabolic axial velocity distribu­
tion. A solution consists of specifying the temperature within 
the fluid at arbitrary axial and radial locations and the heat trans­
fer rate downstream from the entrance when tlie wall temperature 
is different from the initial temperature. This problem was 
chosen in order to minimize the complications in a coupled ra­
diation-convection problem while displaying the essential fea­
tures of the interaction. The problem is particularly convenient 
because the thermal and hydrodynamic development are of the 
"boundary layer" type. The types of absorption to be con­
sidered are the gray approximation, in which the absorption co­
efficient is spectrally uniform, and the box model, or effective 
bandwidth approximation. In the gray case the fluid properties 
and the absorption coefficient are independent of temperature 
while both the density and the transport properties are taken to 
be temperature dependent in the nongray case. 

Previous studies of this type are those of Einstein [5], de Soto 
ami Edwards [G], and de Soto [71. Einstein considered the flow 
of a constant properly gray fluid with a parabolic velocity dis­
tribution. He reported only the total heat transfer to the fluid 
in a tube with a length of five diameters for a single ratio of wall 
to initial temperature, de Soto and Edwards, and de Soto also 
considered constant property flow with a parabolic velocity dis­
tribution but: use the more accurate wide-band model for the 
absorption in carbon dioxide. The solution [6] is approximate 
in that the radiation heat flux is computed from the known forced 
convection temperature distribution, de Soto's solution [7] is 
exact within the restriction to constant properties in that the 
temperature is established by the coupled radiation-convection 
effects. All these solutions predict that the total heat transfer 
is significantly augmented by the radiation, with de Soto [7] 

Fig. 1 Cyl indr ica l coordinate system 

showing an increase at the entrance by a factor of two for tem­
peratures below 2500 (leg II. 

Formulation of the Problem 
Consider the cylindrical coordinate system in Fig. 1 where an 

arbitrary point is denoted by (x, r) and a variable point by (.ri, >\, 
4>). The distance s is (hen given by 

s = \(x — :ci)2 + r'2 + >'i2 — 2 m cos :'/= CD 

and sw denotes the value of s when i\ = R, the tube radius. 
Following [S], the monochromatic intensity at the point (.<-, r) 

in a direction opposite to that of increasing s is given by the 
integrated equation of transfer 

Jrf-T^ + 
Jo 

ds ( 2 ) 

where ,/u is the intensity at the wall, Bw is the Planck function, 
and T(S) is the optical patii length defined by 

•Nomenclatiire-

A = total band absorption, 
c m - 1 

a, b, c = exponents for the tem­
perature dependence 
of the specific heat, 
viscosity, and conduc­
tivity, respectively 

Ba = Planck function Btu/ft2-
hr-cm ~"'-steradian 

cp = specific heat at constant 
pressure Btu/'lb„ rdeg 
R 

c = speed of light in equation 
(28a) 

F(TO) and] = integrals defined by equa-
F(f)\ t ions(17)and(25) 

/ / = nondimensional enthalpy, 
(h - h^/e&T* = (f?l+" 
- 1)/(1 + «) 

h = enthalpy, Btu/'lb,„ (or 
Planck's constant in 
equation (28a)) 

H{r„-q)m\d\ = integrals defined by equa-
Htj-q) \ tkms (15a) and (2,'j) 

Iai = specific intensity of radia­
tion. Btu/hr-f t2-em _1-
steradian 

Ju = intensity from the wall. 
Btu/hr-f t^cm- 1 -
steradian 

K(f0ri,T0rii)) 
and > 
K{fri, frji)) 

k 

N 

Nu 

P 

V 
Pr 

9 
R 

lie 

r 
s 

sen 
T 

It, V 

U 

= integrals defined by equa­
tions (156) and (24) 

= thermal conductivity, 
Btu/hr-ft-deg R (or 
Boltzmann's constant 
in equation (28a)) 

= conduction-radiation pa­
rameter pK/i\/4a'J\>:'' 

= Nusselt number, 2liqw/k 
(Tm - TJ 

= nondimensional pressure, 
(p — pit)/l/-:PuU„,2 

= pressure, aim 
= Prandt lnumber, p„clM/k,i 
= heat flux, Btu/hr-ft2 

= tube radius, ft or cm 
= Reynolds number, 

2Rp0um/p.„ 
= radial coordinate 
= distance along optical 

path, ft or cm 
= integrated baud inten­

sity, e n r - i i t n r 1 

= absolute temperature, 
deg II or (leg K 

= axial and radial velocity, 
ft/sec 

= nondimensional axial 
velocity, u/um 

V = nondimensional radial ve­
locity, v Re/iim 

x = axial coordinate 
a = Stefan-Boltzmann con­

stant, 0.1718 X It)"3 

Btu/hr-ft2-deg II4 

K = mass absorption coeffi­
cient, ftyib,„ 

r = optical distance 
<p = angle defined in Fig. I 

M 

i) = 

= viscosity, lb„,/sec-ft 
= nondimensional tem­

perature, T/Tia 
= wave number, e m - 1 

= nondimensional axial co­
ordinate, .r/Zi/iiePr 

nondimensional radial co­
ordinate, r/R 

fluid density, lb,„/ff3 

solid angle, steradian 

Subscripts 

ui = monochromatic value 
0 = evaluated at initial conditions or 

reference conditions 
m = mean values 
w = evaluated at the wall 
t = dummy variable of integration 

It = radiation component (also used as a 
superscript) 
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/ ; 
T(S) = I p(s')Kjs')ds'. (3) 

It is assumed that the fluid is in local thermodynamic equi­
librium and scattering is not considered. The divergence of 
the radiation heat flux vector 

-divq"=-(livl | | Iadi~i<ko) = I J —dadoi n 
Jo Jo 

r™ p*- dia 

Jo Jo ds '""' 
(4) 

is the additional source term in the energy equation 

bh dh 1 d (rk bh\ 
pit — + pv — = - — — — 1 - dw q". (5) 

ox or r or \cp or J 

Using the equation of transfer and its integral (2), the radiation 
conl ribulion is 

-div q" = p f A"- | 
Jo Jo 

(/„ - BJdildco 

Jo I Jo 

+ Ku 1 J PK„/V;~T ( K ></4 '< '^ — 47TKw#wWa>. (6) 

When specialized to the cylindrical coordinate system, equation 
(6) becomes 

— div q" = p f U* f JM-i) (' c-^-H/t - rcos<£) 

<u I I pKafiart I e " ' l , ) 

J -co J 0 J o 

X #( ' / ' [ —- — 47TKUB„V </co. (7) 

X A' - ~ + K 
r. 6 

In equation (7) and the subsequent work the temperature dis­
tribution and the wall intensity are eircumferentially uniform. 

At the wall, the heat flux is in the radial direction and the radial 
component of (he flux due to radiation is 

1" = f f " I» 
Jo Jo 

cos (r, s)dildoi.1 
(8) 

Following Heaslet and Warming [()], the flux is conveniently split 
into inwardly and outwardly directed components according to 

q» = q?- q« 
where 

q+ = q" if cos (/', s) > 0 (outward) 

q'! = q" if cos (?', s) < 0 (inward) 

At the wall, •/• = R, the two components are 

GO 

(i-{ 

•+ 

DS (p)-Rd(p 

I pKjiui\ I e~T^{Il — ?', cos <p)d<f> —d . r i \ du 
-» Jo Jo si ) 

Jo 
Jaloi 

(10a) 

(106) 

and for a black wall 

q'l = of J. (10c) 
2 Henceforth q" is used to denote only the radial component. 

Equation (7) for the divergence and equations (10) for the 
heat flux are valid for arbitrary absorption and a temperature 
distribution dependent upon both x and r. The wall intensity 
can have an arbitrary dependence upon x. However, specifying 
the spatial variation of ./„ or KU in any generality significantly 
complicates the solution. Even numerical solutions for the 
coupled problem are generally prohibitive because of the ex­
cessive number of quadratures which must be performed. Ac­
cording to Einstein [f>] the integral terms constitute the most 
significant difficulty due to the addition of radiation even when 
the absorption coefficient and wall intensity are spatially uniform. 

For the laminar flow of a gas in a tube the effects due lo radi­
ation pressure and radiation energy density are negligible and 
are not included in the present problem. The momentum and 
continuity equations are then expressed as 

pu 
du 

dx pv 
ou 

or 

1 d du 

br \ ' M dr 

dp 

dx 

d d 
— (pur) + — (pur) = 0. 
ox or 

(11a) 

(U6) 

The energy equation (5) and the momentum equation (11a) are 
in boundary layer form and it has been demonstrated [10], in l he 
absence of radiation, that they adequately describe laminar 
flow in a tube. Moreover, according lo de Soto and Edwards 
[61, the true radiative heat flux is accurately approximated by 
that which is calculated for an infinite cylinder with a radial 
temperature distribution the same as that at the axial position 
at which the flux is to be evaluated. Consequently, the axial 
temperature variation is neglected for the purpose of determining 
the radiation contribution, which is consistent with the boundary 
layer approximations in equations (5) and (1 la). Extending the 
criterion given by Sparrow and Cess [11] for flow between in­
finite parallel planes, the boundary layer solution will be accurate 
for axial positions away from the entrance such that 

N RePr ( - 1 » 1 

where Ar is the conduction-radiation parameter, A7 = pKk/4(x'r0
s. 

This hypothesis was tested in [6] and [7] and found to be valid 
except very near the entrance, where the boundary layer ap­
proximations themselves are least accurate. 

An additional approximation which is made in evaluating the 
radiation contribution to the energy equation and heat flux is 
to neglect the change in wall temperature at the entrance. The 
wall is treated as an infinite tube at the uniform temperature 
Tw. Because of the rapidly diminishing shape factor from the 
entrance disk to any point on the wall more than a few radii 
from the entrance (more rapid than exp — (x/R)) this approxi­
mation is consistent with the boundary layer approximations. 
For the solutions presented in this paper the error in the total 
heat flux at the position closest to the entrance is less than ten 
percent. 

In the conservation equations the density and transport prop­
erties are taken to be variable since the large temperature differ­
ence will preclude the use of constant properties. For a therm­
ally perfect gas, the nondimensional enthalpy and density are 
given bv 

II 
1 + a 

1) and p/po = 
dp. 

(12) 

Transport properties are taken to be power law functions of the 
temperature and independent of pressure. 

The solutions require the simultaneous satisfaction of equa­
tions (o) and (11) with the radiation terms specified by equation 
(7). Because of the coupling between the equations and the 
nonlinear dependence of the radiation source terms on the tem­
perature, the solutions are numerical and of an iterative type. 
In performing the iterations, equations (o), (11a), and (116) are 
solved sequentially. Further discussion of the numerical solu­
tions is given in the Appendix. 
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Solutions for a Gray Fluid 
Because of the simplicity of the gray fluid and because solu­

tions for such a fluid are essentially the most general which can 
be obtained, a series of computations was performed to provide 
some quantitative insight into the effects of radiation. Further­
more, since the gray approximation is so unrealistic a model for 
the absorption of real fluids, the calculations are additionally 
restricted to constant density and transport properties. 

The momentum and continuity equations in nondimensional 
form for this case are 

dU Tr dU 
U — + V — 

d£ dr) 

= - P r — 
1 df 

dU 

dr] 

dP 

A (Un) + A (W) = o. 
£>£ dr] 

(13a) 

(13ft) 

These equations apply only when the initial axial velocity is uni­
form since a parabolic initial velocity distribution represents the 
entire solution when the fluid properties are constant. 

Using the work of Heaslet and Warming [9], the energy equa­
tion with the approximate radiation contribution can be written 
as 

dd r dd 

+ 2 
To 

?; dr] \ or}/ A 

#4(i?i)i7ift-"(T0r),, r07j)dri 

where 

ro4 f 1 

* Jo 

H(nv) 

2 ± gi(v) 

K(TOV, W / I 

- r 
j; 

dy 
A"i(ru.(/)/(i(T(,^//) 

K"o(ro/j(/)/o(T()})i.v)f/;(/ v > rii i 

( 14 ) 

: 1 ")0) 

(1:V> 

A'o(Tu7jl;/)/o(T0ij2/)rf?/ V < Vi\ 

At the wall , t he n o n d i m e n s i o n a l heat flux is 

Rqw dQ 

k„T„ dr] 

where 

, 1 A '-•+fX'e' 

/-'(To) 
/ ; 

/ V I ( T 0 2 / ) / I ( T O V ) 
4/ 
I/2 

(r]i)r]iH(T0rji)dr]i 

(16) 

(17) 

i A0, Xi, /o, and / i are modified Bessel functions of the first and 
second kind of order zero and one, respectively [12]). Since 
the absorption coefficient is uniform, the integrals H, K, and F 
need be evaluated only once as functions of radial position in the 
tube. 

Solutions for this problem are given as functions of the con­
duction-radiation parameter A", the ratio of wall to inlet tempera­
ture 0m and the optical radius r0 = pxR- For the particular 
case of dw = 2.5 and a parabolic velocity distribution the solu­
tions presented here can be compared with those of Einstein [5], 
who considered the contributions to the radiation terms from 
both the axial temperature gradient and the wall upstream from 
the entrance. This comparison is therefore a check of the 
validity of the approximations made in (his work. Einstein 
reports only the mean temperature at the exit of a tube with a 
length of five diameters. These are compared with the present, 
solutions in Fig. 2 for three values of the optical radius and for 
the solution without radiation. The agreement is excellent, 
particularly at the larger Peclet numbers, for which the boundary 
layer approximations were explicitly derived. 

The solution without radiation, r0 = 0, is given to illustrate 

the effect of radiation, which is shown to be of increasing im­
portance with increasing Peclet number. For small RePr, im­
plying either small velocity or a large thermal diffusivity, molecu­
lar diffusion acts nearly uniformly over the tube cross section 
and radiation is relatively less important. In contrast, for larger 
RePr, molecular diffusion is confined to a region near the tube 
wall while the radiation contribution, acting across the entire 
cross section, becomes relatively more important. 

Solutions for a gray fluid with constant density and transport 
properties are illustrated in Fig. 3 in terms of the Nusselt number 
based on the total heat flux. These few cases are shown in order 
to illustrate the relative effect of each of the three independent 
variables N, T0, and 6m. The solution without radiation, ol> 

10" 
(x/R) / Re Pr •'^^fSise*^***^ 

G60 165 66 
RePr 

Fig. 2 Mean temperature at the exit to a tube five diameters long with a 
gray, constant property fluid and a parabolic velocity distribution, 0W 

= 2.5 

(CURVE T 0 

I I 1.0 
N 

\ s 

2 a> 1.0 1.5 
3 1.0 1.0 2.5 
4 1.0 0.1 05 

5 1.0 1.0 1.5 I UNIFORM INITIAL VELOCITY PROFILE! 
6 1.0 1.0 1.5 
? TO RADIATION (UNIFORM INITIAL VELOCITY PROFILE) 
8 NO RADIATION 

itr3 io"2 itr1 i 
(x/R)/RePr 

Fig. 3 Nusselt numbers for a gray, constant property fluid with a para­
bolic velocity distribution 
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10 

UNIFORM INITIAL VELOOPY PROFILE 

Table 1 Values of the integral F(ig 

( x / R ) / R e P r 

Fig, 4 Mean temperatures for a gray, constant property fluid with a 
parabolic velocity distribution 

tained from the present numerical solutions by deleting the 
radiation terms, is also shown for comparison. In all cases the 
Nusselt number with radiation is larger than that without radi­
ation. This is due to two effects. The first is that radiation is 
an additional mechanism for heat transfer through the fluid 
resulting in an increased heat flux. Secondly, the radiation 
.source term augments the rate of thermal development so that 
the mean temperature approaches the wall temperature at a 
more rapid rate. This rapid thermal development is shown in 
Fig. 4 for the same combinations of N, To, and 9W used in Fig. 3. 
Both effects act to increase the local Nusselt number, although 
the effects are not equally important in all regions of the flow. 
Initially, the Nusselt number is augmented only by the addi­
tional heat flux, while further downstream, the more rapid 
thermal development contributes when the mean temperature 
approaches the wall temperature. In fact, far from the en­
trance, the increased Nusselt number can be due entirely to the 
accelerated thermal development because the total heat flux for 
an absorbing fluid can be less than that from a nonabsorbing 
fluid for certain combinations of the three independent 
parameters. 

I t can be seen from the solutions shown in Fig. 3 that the 
Nusselt number for a heated fluid is different from that for a 
cooled fluid. This effect is due to the contribution from the re­
gion near the wall to the radiation heat flux. When the wall 
temperature is greater than the inlet temperature the radiation 
heat flux is much larger than when the wall temperature is less 
than the inlet temperature. The Nusselt number for 6W > 1 
is therefore greater than that for 6W < 1 for equal Ar and To. 
Also, the axial dependence of the Nusselt number is different, 
with the case for 6W > 1 having a minimum value. The radiation 
component of the Nusselt number can be shown to be essentially 
an increasing function of the axial distance when 8W > I while it 
is a decreasing function for 8W < 1. When added to the conduc­
tion contribution, which decreases with axial distance, the result 
is a minimum value when 6W > 1 and a monotone decreasing 
Nusselt number when 6„ < 1. 

By a heuristic argument it can be shown that, the radiation 
component of the Nusselt number approaches a definite value 
far from the entrance which is given by 

NuRco = lim 
2Rq« 

t-»co koTo(6m — 6W) sJ/<>») (18) 

The approach to this value is from below for 6W > 1 and from 
above for 8W < 1. The numerical solutions could not be con­
tinued to this limit because of the errors involved when 6m is 

0.01 
0.005 

0.05 
0.0237 

0,1 
0.0395 

0.5 
0.149 

1 5 10 
0.154 0.225 0. O/''(T 

very near 8W. Values of roF(ro) are given in Table 1 which can 
be used to calculate this limiting Nusselt number and provide 
some estimate of the importance of radiation. No limiting value 
was obtained for the conduction component. 

The Nusselt numbers in Fig. 3 and mean temperatures in Fig. 
4 illustrate the effect of changing the conduction-radiation 
parameter, Ar, while maintaining a constant optical thickness. 
Decreasing N increases the relative effect of radiation and this is 
reflected by the increased Nusselt number and the rapid thermal 
development shown for the cases with N = 0.1, 

Of particular interest is the effect of the optical radius r<>. If 
To is increased with Ar held constant the effect is to increase the 
tube radius. This effect is shown by comparing the solutions 
for Ti, = t with that for To -*• ro (optically dense) which shows 
that there is an upper limit to the effect of tube size. For all 
practical purposes, the flow becomes optically dense when T0 = 
10. If the optical radius is changed with r0/N held constant 
the effect is to change only the absorption coefficient. It was 
found that there is a value of r0, approximately 1.5 in this case, 
such that the effect of a radiation is a maximum. This is in 
agreement with the results given by Einstein [5] and also the 
work by Viskanta [13] who found the maximum to occur at 
puL = 1.85, where L is the distance between parallel planes. 
This effect is explained by appealing to the limiting forms taken 
by the radiation contribution for very weak and very intense 
absorption. We have, from Sparrow and Cess [11] that 

lim div q" = 0(p/c); lim div qE 

PK 

Consequently, the effect of radiation vanishes when the fluid is 
transparent or opaque and there is an intermediate value of the 
absorption coefficient such that the effect is a maximum. 

A solution with a uniform initial velocity distribution was ob­
tained in one case and is shown in Fig. 3. The effect of the 
developing velocity is essentially the same as that without radi­
ation, giving an increased Nusselt number at the entrance and 
coinciding with the solution for a fully developed velocity dis­
tribution far from the entrance. 

The temperature distributions obtained from the present solu­
tions were found to be essentially the same as those without 
radiation when the radiation-convection interaction is weak. 
However, when the interaction is intense, such as for the curves 
1, 2, and 3 in Fig. 3, there is an essential difference. In contrast 
to the case with no radiation, there is no axial length beyond 
which the nondimensional temperature distribution (d — 8o)' 
(8m — do) becomes independent of axial position, or ;'fully 
developed." Moreover, for those cases studied which did 
reach a state of full thermal development, it did not occur until 
the centerline temperature was very near the wall temperature. 
Viskanta [13] presents solutions for a thermally fully developed 
flow between parallel plates. The center line temperature 
was an independent parameter and solutions were presented for 
0.1 < 8(t)/6w < 10. However, the results for a developing 
flow with radiation in a tube suggest that flows for which (8(t.) — 
8w)/8,„ exceeds 20 or 30 per cent may not be representative of 
full thermal development. 

Nongray Gases 
The type of abosrption which is of interest is due to vibra-

tional-rotational energy transitions in molecular gases which 
occur in the infrared region of the spectrum (1 < X < 15 microns) 
and which contributes to heat transfer in gases whose tempera­
tures are in the range 500 < T < 5000 deg R. Two models of 
the absorption coefficient which have been used are the box 
model [2] and the exponential wide-band model [7], The 
former treats the absorption as constant over an effective band-
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width and requires a specification of the integrated band in­
tensity and the bandwidth. The latter model likewise deals 
with the gross absorption but, allows the absorption to vary 
within a band to account for line structure in an approximate 
manner. For numerical calculations, in which the integral 
terms are evaluated directly, the box model yields the most 
economical algorithm!, although the wide-band model is recog­
nized to be the more accurate of the two. Accordingly, one of 
the purposes of this study is to assess the applicability of the box 
model. 

An appropriate gas for the application of the box model is 
carbon monoxide, a diatomic gas with a single fundamental band 
for which the overtones contribute little to the absorption. Fol­
lowing Penner [I] and Cess, et al. [2], the model is constructed 
to maintain the proper integrated band intensity 

PK 
Aw = sen = p f (too S(T0) ^ (19) 

where »S(7'0) = 237 c m - 2 — a i m - 1 and T0 = 540 deg 11. De­
fining the effective bandwidth to be that interval centered at, the 
band center for which the intensity is at least 0.001 limes the 
maximum intensity gives [2] 

Aa>(7') A c = 214 

which yields 

— = L i t at m" 

where o)o, the band center, is at 2143 cm 
sorption coefficient, equation (21), is that used by Get 
[2], A comparison of the total band absorption 

(20) 

(21) 

The effective ab­
et al. 

A(pL) exp (pL) 
V 

do) (22) 

predicted by the box model and wide-band model is shown in Fig. 
.5 for the fundamental band of CO. Experimental data from 
Abu-Romia and Tien [14] is also shown. The two models are 
in acceptable agreement with the experimental data at moderate 
pressure-path lengths. Using the box model, the integrals ex­
pressing the radiation contribution to the divergence and heat, 
flux terms become 

H(fV) IT 
J o J o 

e T ( l — >/ cos <p)d4> 
dx. 

(23) 

Fig. S The isothermal total band absorption at 540 and 2700 deg R for 
the fundamental band of CO using the box model and exponential wide­
band models 

K{tr\,Tt){) = 

F(f) 
J o J o 

J o J 0 ,s 

< ; " T ( 1 - cos#)2(<<£ 

(241 

(25) 

The total contribution of radiation to the energy equation and 
the heat flux then becomes 

- IV T> V 
— div q'< = '-. - 0->Aco„ I - ^ H(TV) 
W . A Pa l c r / u 4 

ir/iu 

+ f -' 

Rq" f0,„'A V \vlia 
—— = Aw0 1 —^r 
k„T0 A \<rl o' 

PoJo <r7'„4 ^ ' " 4 | 

F(f) _ _ 

»» J o 
+ f - I 0-^W4r° ^irm^'h] (27 

P»Jo al« 

where 

mid 

and 

irBm / he V „ (lwo>o\ 
—' = l a T ; - co0" e x p I —7-3 I - 1 

< T 7 V \vkrr0/ 1 \A-7'O0/ 

kf/K 
•—— ; f = 1.11 
4<r7V 

d0-
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I pkds = T I 
J o J o 

'~^(s>)'-ds>. 
p» 

2Sn 

(2N?> 

28c 

I t is additionally assumed that 

/ , 
Bjdoi = /Ju„Aw 

for which the error was computed to lie less than one percent. 
In solving for the temperatures, the temperature dependence 

of the properties was accounted for by power laws as 

c„/c„. = S M/Mo = k/ko 60m. (2!)' 

Because of the temperature dependence of the density and 
viscosity, the velocity distribution changes with the axial posi­
tion giving a hydrodynamic entrance region problem even when 
the velocity profile is initially developed. The numerical solu­
tion in the present work was verified, without the radiation 
terms, by comparing the solution for air with those given by 
Worsde-Schmidt and Leppert [10]. The Nusselt numbers for 
the two solutions differed by less than 2 percent and since the 
solutions from [10] were obtained with a very small grid spacing, 
the agreement is taken as verification of the present finite differ­
ence approximations. The algorithms for the integral terms 
were checked against those computed for a uniform absorption 
coefficient. 

Nusselt numbers for CO with the absorption specified by the 
box model were computed for four cases and are shown in Fig. (). 
For three, the initial temperature is 1000 deg It and the wall 
temperatures are 1500 and 500 deg It with a parabolic initial 
velocity distribution and 1500 deg It with a uniform initial ve­
locity distribution. The additional case is for an initial tem­
perature of 530 deg It and a wall temperature of 2500 deg II 
with a parabolic velocity distribution. Since the transport 
properties, density, and absorption coefficient now depend upon 
the temperature, the optical radius and conduction-radiation 
parameter are not independent. The values used in these solu­
tions are based on the initial temperature and the initial pressure, 
which is always one atmosphere. The Nusselt number is based 
on the thermal conductivity evaluated at the mean temperature. 

The Nusselt numbers in Fig. 6 and the corresponding mean 
temperatures in Fig. 7 do not differ qualitatively from those ol 
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Fig, 6 Nusselt numbers for CO using the box model absorption coefficient 
wi th temperature dependent properties and a parabolic initial velocity 
distr ibut ion 

a gray fluid and constant properties, although the effect of radi­
ation is quantitatively less for equal optical radii and conduction-
radiation parameters because the absorption takes place in a 
narrow band. The minimum value of the Nusselt number 
and the much larger heat transfer and rate of thermal develop­
ment for 0W > 1 are found as for the gray fluid. Moreover, it, is 
expected that there exists an optical radius for which the fluid 
can be considered optically dense and for which the effect of 
radiation will be maximum. However, these values would now 
be dependent upon the temperature and pressure. Also, the 
observations about the occurrence of a fully developed tempera­
ture profile carry over to the tiongray fluid. The solutions for 
0W = 1.5 and 0.5 appeared to reach a fully developed tempera­
ture distribution while that for 8W = 4.72 showed no indication 
of this condition within the axial length for which the solution 
was obtained. The relationship between the solutions with a 
uniform and parabolic initial velocity is also the same as that 
for the gray fluid. Since the net heat transfer and bulk thermal 
development are integrated effects there is no particular feature 
which distinguishes the nongray from the gray absorption. 
However, since the absorption occurs only in a narrow band, the 
effect of radiation depends strongly on the relative position of 
tliis band and the spectral distribution of the radiation intensity. 
Even when presented in nondimensional form, the overall effects 
of the radiation are therefore, in contrast to a gray fluid, strongly 
dependent upon the absolute temperature of the fluid and the 
walls. 

The Nusselt numbers and mean temperatures given in Figs. 
6 and 7 are presented as accurate estimates of the effect of radia­
tion on forced convection in a tube with black walls. They 
can also serve to assess the accuracy of more approximate solu­
tions. Approximate solutions which estimate the heat, transfer 
and thermal development in nongray gases are of particular 
value since exact solutions are difficult to formulate and calculate. 
Even the solutions which use a uniform absorption coefficient are 
of value even though moderately difficult to obtain, especially 
for complex geometries, because they are much simpler than the 
accurate nongray solutions. 

In the present, paper two approximations are examined and 
compared to the solutions using the box model for CO. One 
uses an equivalent gray fluid with constant properties and the 
other is a "superposed" solution, which calculates the radiation 
heat flux for a nongray fluid from the temperature distribution 
of the solution without radiation. Both these approximations 
are used when the wall temperature is not substantially different 
from the initial temperature (i.e., 6U. = 1.5, 0.5). The Nusselt 
numbers and mean temperatures are compared in Figs. 6 and 7, 
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Fig. 7 Mean temperatures for CO using the box model absorption coef­
ficient with temperature dependent properties and a parabolic initial 
velocity distribution 
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Fig. 8 The radiation and conduction heat flux in CO for To = IOOO deg R 
and T,„ = 1500 and 500 deg R with a parabolic initial velocity distribution 

respectively. However, a more precise comparison is made in 
Fig. 8 by showing the conduction and radiation components of 
the heat, flux. For these two cases the equivalent gray fluid is 
based on the wall temperature according to 

(pic)„ = 
L pKaBa{TJdo> 

Ato T^_ 

~ o-7'„, 

/ ; 

PKJJJBJT.J (30) 
Ba(Tw)do> 
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Table 2 Parameters for a gray fluid equivalent to the nongroy fluid with 
T„ = 1000 deg R, f = 1, and N = 0.0527 

By, 
1.5 
0.5 

TO 

0.0C68 
0.01 

N 
0.0044 
0.0044 

while the conduction-radiation parameter is based on the initial 
temperature. The equivalent parameters are given in Table 2. 
The superposition approximation to the cold wall heat flux is 
good and is due to the fact that radiation has little effect on this 
solution and therefore the temperature distributions with and 
without radiation are essentially the same. The gray approxima­
tion for this case is poor, and is not shown. When the fluid is 
heated, both the superposed and gray approximations are very 
good near the entrance. However, far from the entrance, where 
radiation has affected the temperature distribution, these ap­
proximations are inaccurate. In addition to the heat flux, the 
equivalent gray fluid permits an estimate of the mean tempera­
ture. The comparison in Fig. 7 shows that the gray approxima­
tion gives loo rapid a thermal development. The choice of 
matching conditions for the gray approximation used here is not 
unique and there may be others which could improve the approxi­
mation at specific points. However, for the case where 8,c = 
1.5, the radiation interaction is sufficiently important so that 
there is probably no single value of the equivalent absorption 
which applies uniformly over the entire axial length. 

For the case where d„. = 4.72, the temperature variation is so 
large that no attempt was made to approximate the solution by 
an equivalent gray fluid. Only the superposed solution is com­
pared with the exact solution in Fig. 9. I t is obvious that the 
radiation interaction in this case is very important and that the 
superposed solution, and likewise the equivalent gray fluid, are 
grossly inadequate. I t is precisely for problems like this that 
the effect of the coupling between convection and radiation and 
the spectral dependence of the absorption must be accurately 
specified. 

A solution which is complementary to that of de Soto and 
Edwards [6] can be obtained by applying the box model to the 
flow of carbon dioxide. Since the solution in [6] is of the super­
posed type and because the interest is primarily with the radi­
ation contribution, it is only necessary to perform the computa­
tions by using the box model with the nonradiation temperature 
distribution. The box model requires an effective bandwidth 
and integrated intensity for each vibration-rotation band. Un­
like CO, which is a diatomic gas with a single band which con­
tributes essentially all the absorption, C0 2 is a polyatomic gas 
for which several bands are important. Following de Soto 
and Edwards, only the three bands centered at 2.7, 4.3, and 15 
microns are considered. The integrated intensity and effective 
bandwidth for the 4.3/x band are given by Penner [1]. How­
ever, no effective bandwidth estimates were found for the other 
two bands. Lacking this information, the box model for the 
remaining bands was constructed in the following manner. 
The total absorption for the 4.3ii band was computed using the 
box model and was found to match that of the wide-band model 
at pL = 1 cm-atm at 540 deg R. If the other bands are also 
matched at the same conditions, it is possible to infer their 
effective bandwidlhs for the box model when the integrated 
intensities are known. Using the integrated intensities for the 
2.7 and 15/U bands listed by Tien [15], the box model for C0 2 is 
defined in Table 3. The temperature dependence of the in­
tegrated intensity and bandwidths are the same as those assigned 
to OO. 

Table 3 Parameters for the box model of C02 at 540 deg R 

IO"3 icr2 io-
{x/R) / RePr 

Fig. 9 The radiation and conduction heat flux in CO for To = 530]deg R 
and Tw = 2500 deg R with f = 2.82, N = 0.45 (2 in. diameter tube) and 
a parabolic initial velocity distribution 
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Fig. 10 Comparison of the radiation and conduction heat fluxes in CO-
predicted by the box model and wide-band model for To = 530 deg R 
and T,„ = 2500 deg R (2-in.-dia tube) with a parabolic initial velocity 
distribution 

A comparison of the superposed solutions using the above 
parameters for the box model and the solution given by de Sot" 
and Edwards [6] is given in Fig. 10. In addition to the models 
for the absorption, the solutions differ in that the present calcula­
tions include variable density and transport properties with the 
exponents a = 0.194, b = 0.685, c = 0.943, while the propertie.-
used in [6] were evaluated at the mean temperature of 1500 deg 
R. The comparison shows that the box model does not give 
the same radiation heat flux as that obtained for the wide-band 
model. Some of the difference can be attributed to the difference 
between the solutions with variable and constant properties. 
However, most is due to the different absorption predicted by 
the two models. Of course, the two models are not expected to 
give the same results. The wide-band model accounts for the 
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me structure, which will be an important factor when tempera-
•nre differences are large. The important feature which is 
illustrated by this comparison is that the box model gives what 
''.in be regarded as an acceptable estimate of the radiation heat 
(tux. The box model represents an improvement over the gray 
approximation by accounting in an approximate manner for the 
-peo.tral dependence of the absorption. The exponential wide 
band model is a further improvement which accounts for the 
effect of the distribution of line intensities within a band. 

The coupled solution for C0 2 using the wide-model given by 
de Soto [7] is also shown in Fig. 10 and can be compared with 
the superposed solution given by de Soto and Edwards [6]. It 
i- interesting to note that the relationship between the super-
iHwed and coupled solution for C0 2 is essentially the same as that 
for CO, as shown in Fig. 9. The thermal development is actually 
more rapid for C0 2 and is due to the additional absorption of the 
ihree-band system. However, the absorption of C0 2 is due 
primarily to the 4.3/K band in these temperature ranges. 

The box model of the absorption due to vibration-rotation 
lmuds cannot be applied without modification to every gas or 
to arbitrarily large path lengths or pressures. Penner [1] dis­
cusses the limits of effective bandwidth calculations. For in­
stance, he argues that for some gases, including C02 , intense 
rotational lines can make a contribution to the absorption outside 
ihe effective bandwidth for high pressures and large optical 
densities. He indicates that the box model is most appropriately 
applied to hydrogen chloride and water vapor in addition to 
carbon monoxide. 

Conclusions 
An extension of the boundary layer approximation to the radi­

al ion contribution to the energy equation and the heat flux is 
•n'hieved by observing that the radiation contributions are deter­
mined essentially by the radial temperature distribution. This 
permits an efficient solution which proceeds in a manner similar 
"'i that used in ordinary forced convection flows. In the present 
.York this approximation is verified by the agreement with 
Kinstein's solutions, which do not make this assumption. The 
'•ddilional simplification of neglecting the contribution of the 
' ube wall upstream from the entrance permits the use of simplified 
integral expressions for the radiation terms which are strictly 
valid for an infinite cylinder. Error estimates show that this 
N acceptable for the set of parameters used in the present work. 
It should be noted that this approximation permits the solutions 
in be obtained for a nondimensional axial coordinate without 
specifying the absolute axial location. 

Solutions which account for both a gray and an approximate 
nongray absorption coefficient are given for several sets of values 
of the wall and initial temperatures, a characteristic optical 
radius and the conduction-radiation parameter. The range of 
• hose parameters is sufficient to include both very intense and 
very weak radiation-convection interactions. The gray case 
provides the most simple solutions which are independent of the 
absolute temperature level and contain the essential features of 
'he radiation interaction. The nongray solutions, which use 
i he box model approximation to the band absorption of CO and 
' ' ( ) ; provide more accurate estimates of the effect of radiation 
from real gases and provide a basis for assessing the validity 
• -f approximate solutions. 

The primary effects due to absorbed radiation in this entrance 
egion problem are an increase in the heat flux at the wall during 

'he initial thermal development and an acceleration of the ad­
justment of the fluid temperature to that at the wall. There is 
an essential difference in the heat transfer when the fluid is 
heated or cooled. The Nussclt number or heat transfer coeffi­
cient for a heated fluid has a minimum value upstream from 
'he point at which the flow approaches full thermal develop­
ment. When the fluid is cooled this minimum value is not 
found and the effect of the radiation is proportionally smaller 
'hau for a heated fluid. In all cases the Nusselt number is in­

creased due to the effect of radiation. In agreement with the 
findings in [5] and [13] a value for the absorption coefficient 
exists for which the effect of radiation is a maximum. The 
value T0 = 1.5 agrees with that found in [5] for a gray, constant 
property fluid. 

Temperature distributions in the fluid are affected by the ab­
sorbed radiation. The effect is small when the radiation inter­
action is small, such as that for a cooled fluid. For more in­
tense interactions, such as for a heated fluid, the effect is to delay 
the onset of full thermal development until the mean tempera­
ture is very nearly equal to the wall temperature. If the radi­
ation interaction is very intense, it is doubtful that full thermal 
development will occur. 

Use of the box model to approximate the absorption coefficient 
of CO was found to yield an approximation to the spectral ab­
sorption of real gases which provides heat transfer solutions by 
directly extending the methods used for a gray fluid. The heat 
transfer and bulk thermal development are qualitatively the same 
as those for a gray fluid but due to the narrow spectral region of 
the absorption, the gross effects are less pronounced. These 
solutions account for variable properties and density and when 
the effect of radiation is large, the effect of variable transport 
properties is of secondary importance. 

Two approximate solutions are compared with the more exact 
coupled solutions with the box model of the absorption. A 
gray fluid with a properly chosen effective absorption coefficient 
can be used to estimate the thermal development in a real fluid 
when the effect of radiation is small. The predictions of the 
nongray radiation heat flux given by an equivalent gray fluid 
are not satisfactory. When the effect of radiation is small the 
radiation heat flux can be better approximated by a superposi­
tion technique which uses the temperature distribution without 
radiation to calculate the radiation heat flux. This method 
can be used with any specification of the absorption. For intense 
radiation, neither approximation is satisfactory and the coupled 
solution with nongray absorption is required. 

The box model is applied to C0 2 and compared with a solution 
using the more exact exponential wide-band model. I t is indi­
cated that the box model can be used as an alternative specifica­
tion to the wide-band model for polyatomic gases. 

The present solution method in which the integrals are evalu­
ated directly by quadratures is an alternative to Hottel's zone 
method [5], Unlike the zone method, which is most easily 
applied to equal volume and surface zones, the direct integration 
method permits the accuracy and flexibility of Gaussian quadra­
tures to be utilized. The present method is probably most 
useful when the surface geometry is regular so that the limits of 
integration are uncomplicated and the integrals need not be 
split (i.e., the boundary is a natural surface of the coordinate 
system). 

I t has been demonstrated by a sequence of specific solutions 
that thermal radiation can have a significant effect on the heat 
transfer in laminar flow when the fluid absorbs thermal radiation. 
For the moderate range of parameters used in this study the heat 
flux was increased by a factor of as much as three to four and the 
effective entry length decreased by a factor of ten relative to that 
due to molecular conduction alone. By using a relatively simple 
specification of the spectral absorption which uses a constant: 
absorption coefficient acting over an effective bandwidth, solu­
tions were obtained which give a better approximation to the 
absorption of real gases than that obtained from a gray fluid. 
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Numerical Solution 
The partial derivatives in equations (,">) and (11) were ap­

proximated by finite differences for a rectangular mesh with 
varying A/- and Ax. The energy equation (.">') has the additional 
term accounting for radiation which is defined by definite 
integrals. The integral terms are evaluated numerically and 
it is necessary that the nodal points for the radial finite differences 
correspond to the quadrature points of the numerical integration. 
To achieve satisfactory accuracy and good resolution near the 
wall, where gradients are the largest, a nonuniform radial grid 
spacing was used. By experimenting with the order of the 
quadrature and checking the ('mile difference solutions with 
known solutions, it was found that a lo-point Gaussian quadra­
ture using the positive roots of a 150th order Legend re polynomial 
gave satisfactory results. The energy equation (.1), with the 
radial derivatives in implicit form and the addition of the radi­
ation terms, becomes a set of simultaneous nonlinear algebraic-
equations for the temperature or enthalpy at the radial grid 
points. 

Use of the approximation that the radiation contribution is 
determined by the local radial temperature distribution reduces 
the energy equation to a parabolic typo which can be solved in 
essentially the same manner as the problem without radiation. 
That is, the solution proceeds downstream from the entrance 
by solving for the radial temperature distribution at each axial 
position. The energy equation is solved by considering the 
radiation term as a known source which is evaluated from the 
temperatures of the previous iterate. The initial values for 
the radiation terms at a new axial position are taken from the 
final solution for the temperatures at the proceeding axial station. 
Final values for the temperatures and velocities at an axial posi­
tion were established when the respective changes per iteration 
were less than 0.0L and 0.1 percent. The technique of over-
relaxation was used to speed convergence. The treatment of 
the radiation terms as a source and the over-relaxation technique 
were found to be very satisfactory and are believed to yield an 
efficient and accurate way of obtaining numerical solutions for 
problems of this type. A more detailed discussion of the nu­
merical considerations along with a complete discussion of Ihe 
over-relaxation technique and the numerical experiments used 
to evaluate the best value of the overrelaxation factor are given 
in [16]. 
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measurement of Monochromatic 
Emittance of Nonconductors at 
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The measurement of the monochromatic emittance of thermal insulators at temperatures 
near room temperature is discussed. Results for the spectral emittance of freezc-dried 
beef are presented. Tor temperatures between 115 T and 125 deg T, the emittance is 
between 0.7 and 0.85. These values compare favorably with existing total emittance 
data. A discussion of the error involved in making such, measurements is discussed 
in detail. 

introduction 

I I HE accurate measurement of monochromatic 
omittance of surfaces at temperatures near room temperature is 
exceedingly difficult. At these temperatures, the energy emitted 
is low and the effects of electrical noise and background radiation 
can be significant. For nonconductors, the problem is further 
complicated by the difficulty experienced in attempting to make 
accurate surface temperature measurements. Several papers 
have been written on methods of obtaining this type of data. 

(.Tier, et al.', [I]3 measured the monochromatic reflectance of 
metals in the wavelength range from 1.0 to 15.0 microns. The 
basic components of the system consisted of a heated hohlraum, 
a water-cooled sample, and a monochromator. The hohlraum, 
which was heated to 1400 deg F by electrical heaters, had two 
openings. The water-cooled sample was inserted in one opening 
and was arranged so that energy from the sample or the hohlraum 
wall could be alternately viewed by the monochromator. At a 
particular wavelength, the ratio of the energy leaving the sample 
to that from the ideal radiator is the reflectance. If the surface 
temperature had been measured, the monochromatic emittance 
could have been calculated from the monochromatic reflectance 
data. The method presented in this paper is not applicable to 
measuring the monochromatic reflectance of nonconductors near 
room temperature. Due to the inherently low thermal con­
ductivity of nonconductors, it would be extremely difficult to 
cool the sample sufficiently while it is radiated by a high tempera-

1 Presently, Bell Telephone Laboratories, Greensboro, N. C. 
• This research was supported by Public Health Service Research 

Grunts FD-00150-02 and FD-00156-03 from the Food and Drug 
Administration. 

" Numbers in brackets designate References at end of paper. 
Contributed by the Pleat Transfer Division for publication (with­

out presentation) in the JOURNAL OF HEAT TRANSFER. Manu­
script received by the Heat Transfer Division, July fO, 1969; re­
vised manuscript received November 1, 1969. Paper No. 70-HT-D, 

tare source in an enclosure and also permit a constant surface 
temperature. 

Dunkle, et al., [2] used the same general apparatus described 
in the foregoing to measure the monochromatic reflectance of 
fabrics from 1.0 to 23.0 microns. The sample was cooled by 
allowing an inert cooling gas, which was transparent to thermal 
radiation, to flow through the cloth samples. The data presented 
for cotton, linen, wool, silk, acetate, Arnel, rayon, orlon, dacron, 
and nylon showed that for most of these fabrics the use of dyes 
does not materially affect the infrared spectrum past three mi­
crons. Since data was not presented for the transmittance, this 
reflection data, should not be used in the calculation of the 
absorptance or emittance. 

Stierwalt [3] developed a technique for measuring the spectral 
emittance of both opaque and transparent materials from 40 C 
to 200 deg C in the 2.0 to 25.0 micron spectral region. The 
energy emitted by a sample was compared to the energy emitted 
by a blackbody at the same temperature. The spectrophotometer 
was evacuable and the temperature of the instrument was con­
trolled by circulating water through copper tubing lining the 
instrument. By controlling the temperature of the background, 
samples could be run at temperatures lower than room tempera­
ture. Since the sample compartment was evacuable, atmospheric 
absorptions were eliminated and the instrument could be operated 
on single beam. 

Stierwalt, et al., [4] used the procedure and apparatus outlined 
above to measure the spectral absorptance of magnesium fluoride, 
zinc sulfide, calcium fluoride, zinc selenide, crystalline quartz, 
silicon, and several blackening materials such as flat black paint. 

While [5] introduced a new method of measuring the diffuse 
reflectance of samples in the infrared region. The sample was 
irradiated from all directions by chopped light. The sample and 
source were placed at conjugate foci of a hemispherical mirror 
with the chopper between the source and the mirror. This made 
the component reflected by the sample distinguishable from the 
one emitted by it. The main advantages of this method were 
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that, the reflectance of diffuse samples could be measured over a 
wide range of sample temperatures and that heating of the 
sample by the source of energy was small. Another chopper was 
added after the sample so that the emitted component could be 
recorded as an indication of the sample temperature. The sample 
was illuminated from all directions and observed through a peep­
hole as in the hohlraum of Gier, et al. [1]. 

Aronson and McLinden [6] presented a technique for studying 
tlie far infrared radiation of solids at temperatures down to 
(i.."> deg K, Materials studied in this work include sapphire, 
quartz, strontium fluoride, silicon, germanium, stainless steel, 
and an aluminum alloy. 

An excellent, reference of spectral as well as total reflectance, 
emittance, absorptance, and transmittance data was written by 
Gubareff, et al. [7]. This report presented an extensive survey 
and tabulation of radiation property data from over three 
hundred references. Another report written by Edwards, et al. 
|8] presented a comprehensive study of solar absorptance. Two 
important sources concerning radiation measurements were 
published in NASA publications which were edited by Rich­
mond [9| andKatzoff [10]. 

The purpose of the current investigation is to present a method 
for measuring the spectral emittance of nonconductors near room 
temperature, and then to demonstrate this method by measuring 
the spectral emittance of freeze-dried beef. The only previous 
data for beef, or any food substance, was reported by Sevcik 
and Sunderland [11]. They measured the total normal emissivity 
of beef in the temperature range, 6(5 F to 94 deg F. A thermopile 
defector was used to measure the emf generated due to the dif­
ference in the energy emitted from the sample and that of a 
blaekbody. The emissivity of beef was found to vary from 0.73 
to 0.78 over the temperature range investigated. 

Apparatus 
The apparatus used to measure the monochromatic emittance 

is shown schematically in Fig. 1 and a pictorial drawing of the 
entire system is given in Fig. 2. The apparatus consists of a 
spectrophotometer, hohlraums, sample holder, and temperature 
control and measurement equipment. 

Spectrophotometer. Depending on the specific mode of operation 
utilized, the role of the spectrophotometer is to collect, focus, 
disperse, detect, and record either differences in the intensity of 
energy from a sample and reference, or the intensity of energy from 
the sample alone. The spectrophotometer used in the current 
investigation, the Beckman IR-4, is a double beam, recording, 
infrared spectrophotometer that can also be used in single beam 

operation. 
In the double beam mode, the thermocouple detector alter­

nately views the sample and reference beams, and any difference 
in the intensity of the alternating beams appears as an alternat­
ing signal having a strength proportional to this difference. 
When the sample and reference components of the beam un­
equal in intensity, no signal is observed. However, when there 
is an unbalanced signal, an optical attenuator placed in the refer­
ence beam responds to this signal from the detector and moves to 
restore the system to optical null. The signal is transmitted 
electrically to the recorder which prints the difference between 
the intensity of the two beams. Since double beam operation 
involves a comparison of the radiation from the sample and 
reference, the absorption due to carbon dioxide and water vapor 
in the atmosphere should not influence the results if the optica) 
paths of both beams are equal in length and contain the same 
gaseous composition. This can be checked by placing sources of 
equal intensity in the sample and reference beams. The chart 
should record a constant value throughout the scan if the optical 
paths are equivalent. This is especially difficult to achieve, 
however, when external optics are used. 

In the single beam mode, the reference beam is blocked and 
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A. BECKMAN IR4 SPECTROPHOTOMETER 
B. REFERENCE HOHLRAUM nI 
C. SAMPLE HOLDER AND REFERENCE 
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Fig. 1 Schematic d raw ing of the apparatus 
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Fig. 2 Pictorial d r a w i n g of the apparatus 
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the thermocouple detects only the energy in the sample beam. 
In order to obtain quantitative results, a known reference must 
he scanned over the same wavelength range at the same instru­
ment settings and the results compared. If only qualitative 
results are required, care must be taken to scan only in wave­
length regions where atmospheric absorption is negligible. 

In both modes of operation, energy is collected and focused by 
mirrors before being chopped by a rotating half mirror to form 
the alternating signal. Front surface mirrors are used through­
out the system since glass is opaque to infrared energy beyond 
approximately four microns. The alternating energy enters 
through the entrance slit of the double monochromator and 
passes through two prisms which disperse the energy into narrow 
wavebands. Then one narrow band of wavelengths passes 
through the monochrometer exit slit to the thermocouple. The 
111-4 instrument used in this work had two sets of prisms and 
optics required to scan from one to thirty-five microns. The 
basic interchange contains two high-resolution sodium chloride 
prisms which are nearly transparent to thermal radiation in the 
1.0 to 16.0 micron range. An accessory interchange consisting of 
two cesium bromide prisms and related optics is used for the 
11.0 to 35.0 micron range. These interchanges are prealigned 
and adjusted, and while one is not in use it is stored in a thermo­
statically controlled heated box to protect the hydroscopic prism 
materials. The internal temperature of the spectrophotometer is 
controlled to protect the hydroscopic prisms from excess moisture 
and to minimize temperature influences on the calibration of the 
instrument. 

The IR-4 is equipped with a drive mechanism which rotates 
certain optical components so that the infrared spectrum can be 
continuously scanned in the wavelength range of the prism ma­
terials. The wavelength drive mechanism is coupled to the 
chart drive mechanism to facilitate direct readings on standard 
chart paper. 

A set of external optics are supplied to optically connect the 
basic spectrophotometer with both the reference and sample 
hohlraums. The optical paths between the respective front 
surface mirrors comprising the external optics are equal in the 
reference and sample beams. 

Hohlraums and Sample Holder. In order to measure monochro­
matic omittance, the amount of energy emitted by a sample is 
compared with the energy emitted by a blackbody at the same 
temperature and wavelength. The two hohlraums shown in 
Pig. 1 serve as the required blackbody references used in this 
work. 

For double beam operation, two blaekbodies are required. 
Hohlraum #1 is the reference while hohlraum #2 serves two func­
tions. First, it is used for calibration purposes. As stated earlier, 
two sources of equal intensity are needed to determine if the 
absorption bands due to water vapor and carbon dioxide are 
equally compensated for in the wavelength range being considered. 
The resulting scan is often denoted as the 'TOO percent line." 
This reference line on the chart can be set at any location. Since 
the apparent emittance of the blackbody is nearly one, the ref­
erence line corresponds to the lea.st upper bound of all possible 
values for the emittance of the sample. Second, hohlraum #2 
serves as a heater and mount for the sample holder. 

In single beam studies, the reference path is blocked and hohl­
raum #2 serves as the mount and heater for the sample holder 
and as the blackbody reference. A detailed description of the 
construction of the hohlraums and sample holder is given in the 
following. 

Hohlraum. Two identical hohlraums are used in the investiga­
tion. A blackbody can be approximated to a high degree of 
accuracy by a deep cylindrical cavity open on one end. Accord­
ing to Buckley [12] and Sparrow, et al. [13], if the cylinder walls 
are diffuse and have an emittance above 0.75 and if the length-
to-diameter ratio is greater than four, the resulting apparent 
emittance of the cavity will be greater than 0.99. 

The hohlraums used in this apparatus were constructed so 
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that the apparent emittance would be greater than 0.99 tssee 
Fig. 3). The inside surface of the hohlraum was sandblasted 
and smoked with acetylene soot, which has an emittance above 
0.95. Copper tubing was wrapped in a spiral around the outside 
of the copper cavity to provide a continuous path for the thermal 
fluid circulated around the cavity. This entire assembly war-
then slipped into a section of four-in. iron pipe. Thermocouple 
wires leading from five junctions distributed along the cavity 
exited through a. port drilled in the pipe cap shown in the figure. 
A hole was drilled in the lateral face of the outside pipe near the 
start of the spiral to serve as an entrance port for the circulating 
fluid. A similar hole was drilled in the pipe cap to serve as an 
exit port. 

When the hohlraum is used as a mount and heater for the 
sample holder, the disk is removed and the sample holder is in­
serted (see Fig. 4). I t was constructed so that it would fit into 
the copper cavity to such a depth as to provide ample thermal 
contact area for heating of the sample holder. 

Temperature Control and Measurement Equipment. In order to ac­
curately measure the monochromatic emittance of a sample, 
the surface temperature must be known and remain constant 
during each run. Due to the low thermal conductivities of the 
samples considered, the temperature of the sample holder must 
be held at a sufficiently high value to make sure that the surface 
of the sample and the reference hohlraum have the same tempera-
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tun.'. A recording potentiometer is used to continuously monitor 
various temperatures throughout the system. Proportional 
temperature controllers were used to control the temperature of 
the fluids circulating through both hohlraums. In order to 
measure the temperature in the two hohlraums and in the sample, 
thermocouples are used in conjunction with a recording potenti­
ometer. In the two hohlraums, 24-gauge copper constantan ther­
mocouple wire is used. Thermocouples made from 30-gauge 
copper constantan wire are used to measure the surface tem­
perature of the sample. 

Procedure 
Double Beam Operation. In the double beam studies hohlraiim 

#1 serves as the blackbody reference, while hohlraiim #2 serves 
the dual role of being the mount and heater for the sample 
holder as well as serving as the calibrating blackbody used in 
determining the "100 percent line." The following procedure is 
used to measure the monochromatic emittance of a sample at a 
specified temperature: 

1 Blackbodies are positioned in both the reference and 
sample paths, and the temperature controllers in both systems 
are set for the desired temperature. 

2 The system is allowed to operate for several hours until 
thermal equilibrium conditions exist. Minor adjustments are 
made during this period to insure that both hohlraums are at the 
same temperature. 

3 Gain, period, slit, and comb adjustments are made in 
order to position the chart pen at approximately 90 percent full 
scale. At this position the "100 percent line" is run several 
times. 

4 The sample is placed in the sample path and the tempera­
ture of the circulating fluid is raised until the temperature of the 
sample surface becomes equal to that of the reference hohlraiim. 
Several hours are required for the system to reach equilibrium. 

5 The sample is scanned several times throughout the wave­
length range of the optics in the spectrophotometer. The neces­
sary information needed to calculate the monochromatic emit­
tance is provided. 

6 The process discussed in the foregoing is repeated for the 
wavelength range covered by the other set of optics. 

Single Beam Operation. In single beam studies, the reference 
beam is blocked and hohlraiim #2 serves as the mount and 
heater for the sample holder and as the blackbody reference. 
In using the single beam method to measure the monochromatic 
emittance of a sample, the following procedure is followed: 

1 With the hohlraiim serving as a blackbody, the desired 
temperature is set on the controller. 

2 After equilibrium is reached throughout the hohlraiim, the 
maximum energy is set. to read 90 percent on the chart. 

3 The blackbody energy spectrum is scanned in regions of 
negligible atmospheric absorption for the particular set of optics 
in the spectrophotometer. 

4 The sample is next placed in the path and the temperature 
of the circulating fluid is raised until the sample surface tempera­
ture is identical to that of the blackbody reference. Several hours 
are required for this step. 

5 The sample is scanned over the same wavelength range as 
the blackbody. 

6 The process is repeated for the other set of optics. 

Monochromatic Emittance of Freeze-Dried Beef 
Experimental Measurements. The monochromatic emittance of 

several samples of freeze-dried beef was measured at 115 F 
and 125 deg F . The accuracy and repeatability of the measure­
ments was checked by making several runs over the same wave­
length range and at the same temperature and instrument 
settings. Since the variation in the measurements appear to be 
random, the arithmetic mean of the emittance is calculated eveiy 

^ 0 . 5 -

0 . 3 -

SAMPLE ttt (N5°FS 
DOUBLE BEAM 

<I25°F) 

SAMPLE " 2 (I I5°F) 
DOUBLE BEAM 

o SAMPLE »l (115° FS 
SINGLE BEAM 

NOTE: SAMPLE ttl: ROUGH SAMPLE 
SAMPLE «2 : SMOOTH SAMPLE 

I 4 6 8 10 12 14 16 18 20 22 24 

WAVELENGTH (MICRONS) 

Fig. 5 Ave rage emittance versus wave leng th 

0.2 microns and plotted as a function of wavelength. 
Fig. 5 presents data for a rough specimen, sample #1, for tem­

peratures of 115 F and 125 deg F. The rough sample is pitted 
with small holes anil cracks in the viewing area of the spectro­
photometer. Since these imperfections radiate as miniature 
cavities, the emittance of the rough sample is higher than that of 
sample #2 which is comparatively smooth. By examining the 
data, it is apparent that the variation in sample surface condi­
tions has a pronounced effect upon the monochromatic emittance. 
In addition, it is seen that the monochromatic emittance does not 
vary appreciably with temperature. I t is apparent that, for all 
practical purposes, freeze-dried beef emits energy as a gray body. 

Since freeze-dried beef is essentially gray, total emittance 
values can be used in heat transfer analyses. Using a method 
described by Giedt [14], the total emittance of a sample can be 
calculated from monochromatic data. The total emittance of 
sample #1 is 0.84 at 125 deg F and 0.88 at 115 deg F. Note that 
the emittance decreases with increasing temperatures. This 
variation of emittance with temperature also occurs with wood 
and most nonconducting solids. The total emittance of sample 
fl at 115 deg F is 0.72. Assuming that the monochromatic emit­
tance of sample #2 at 100 deg F is approximately the same as at 
115 cleg F and using blackbody data at 100 deg F, the total 
emittance is estimated to be 0.72 at 100 deg F also. Since the 
total emittance is not strongly dependent upon temperature, 
it seems advisable not to construct elaborate equipment needed 
to measure emittances at room temperature, but to use values 
determined at 115 deg F. The value of 0.72 at 100 deg F com­
pares to a value of 0.73 determined by Sevcik and Sunderland 
[11]. 

Data is also presented in Fig. 5 for sample #2 at 115 deg F 
using single beam methods outlined earlier. Since this is es­
sentially an independent method, it is important to note that 
the results compare favorably with those taken by double beam 
methods. 

Discussion of Error. The energy radiated by the sample is actually 
the sum of the energy emitted by the sample and the energy 
reflected by the sample. Since the monochromatic emittance is 
defined as the ratio of the energy emitted by the sample to that 
emitted by a blackbody at the same temperature, it is important 
to determine if the reflected component is indeed negligible. In 
order to check this experimentally, the energy radiated by a 
sample at room temperature was compared to the energy emitted 
by a blackbody at 115 deg F. I t was found that the energy in 
the sample beam was negligible in comparison to the blackbody 
emission. Hence, if the reflectance does not vary radically with 
temperature, the reflected component will be negligible at 115 deg 
F also. 

As discussed earlier, several runs were made at identical con­
ditions to facilitate checking the repeatability of the results and 
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.sample path than in the reference path. It was impossible to 
align the hohlraums to a degree of accuracy that would eliminate 
this effect. A similar dip occurs in the sample run so that when 
the ratio of the two is calculated to determine the emittance, 
the effect is minimized. 

Recommendations. In order to take meaningful data below three 
microns and above 24 microns where the energy is extremely low, 
it is necessary to operate in the single beam mode. The follow­
ing method is outlined for this type of sensitive measurement. 

Instead of scanning the reference first and then the sample, 
a swival mechanism should be provided, with the sample holder 
on one end and the reference hohlraum on the other. Depending 
on the position of the swival mechanism, either the sample or 
reference could be viewed by the spectrophotometer. The 
procedure would be to alternately view the reference and then 
the sample at each desired wavelength. At each wavelength, 
the gain should be adjusted to have the reference read 100 per­
cent on the scale. In this manner, the emittance could be read 
from the chart, directly. The entire system should be purged 
with dry nitrogen to eliminate the carbon dioxide and water 
vapor absorption bands. 

If in the future studies the monochromatic emittance is needed 
at room temperatures, the method discussed by Stierwalt [3] 
could be used. A brief discussion of this method is included in 
the introduction. 
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|n .-ci've as a basis tor arriving at a confidence level for use of the 
data in heat transfer calculations. As an example, sample ffl was 
run five times at a temperature of 125 deg F. Using a method dis­
eased by Iloel [15], the standard deviation, 5, was calculated for 
thi- case. A.-> shown in Fig. 6, a band of width 45" is plotted about 
the arithmetic mean. If the variability is not a function of 
wavelength-, this band should include 05 percent of the ex-
pciimental points. 

The scatter of the data can be partly attributed to small 
variations in sample surface temperature resulting; from changes 
in room temperature or oscillations of the fluid temperature cir­
culating in the hohlraum. The oxidation of the sample surface 
may also affect the emittance. The effect, of these errors was 
checked by allowing- the chart to continue running for several 
hour.- while holding the wavelength constant. The resulting plot-
varied from a straight line by less than 5 percent. 

Fig. 7 is included to show the variation in the "100 percent 
Hue" due to unequal optical paths in the reference and sample 
beam during double beam operation. The large dip near G.5 
microns i- attributed to the absorption of more energy in the 
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Effect of Buoyancy on Forced Convection in 
Vertical Regular Polygonal Ducts d 
Laminar combined free and forced convection through vertical regular polygonal duels 
has been studied. All fluid properties are considered constant, except variation of 
density in the buoyancy term. Heat flux is considered uniform in the flow direction 
while'in the transverse direction two wall conditions have been considered; Case 1— 
uniform circumferential wall temperature, and Case 2—uniform circumferential heat 
flux. A solution by point matching method in terms of a series containing Bessel func­
tions has been obtained. Nusselt numbers, local heat flux, local shear stress, and pres­
sure drop have been, investigated. The condition of Case 1 results in higher Nusselt 
number values compared to the condition of Case 2. However, these differences in Nus­
selt number diminish as the number of sides of the polygon are increased. In each case, 
at higher values of the Rayleigh number, the Nusselt number is less sensitive to the num­
ber of sides. When Nusselt numbers against number of sides are considered, in Case 1, 
the Nusselt numbers jeach asymptotic value at lower number of duct sides compared to 
Case 2. At low values of buoyancy effect, in Casel, the maximum circumferential heat 

flux results at the centre of the wall, while at higher values of the same, the local heat flux 
becomes uniform over a substantial portion of the wall. Under Case 1 buoyancy effect 
increases the heat flux ratio at the duct corners. In three-sided polygon at higher values 
of the buoyancy parameter the maximum shear stress is no longer incident at the wall 
center. As the number of sides is increased, however, the maximum shear stress again 
takes place at the wall center. The Case 1 produces higher shear stress values near the 
wall center, while the Case 2 produces higher shear stress values near the duct comer. 
When the buoyancy parameter is high and the number of sides is not large, Case 2 
results in higher values of pressure drop parameter compared to Case 1. 

Introduction 
I 
IN conveotive heat transfer processes, free convec­

tion effects result under the influence of a gravitational force 
field. The free convection effects are due to density differences 
arising out of temperature differences. In a conveotive process, 
theoretically there is never a pure forced convection case. When 
the effects of forced convection are dominant, the natural con­
vection effects are usually ignored. On the other hand, when the 
buoyancy forces arising from density differences are relatively 
large, the forced convection effects may be ignored. In many 
practical situations both the effects of free convection and forced 
convection are present. Elenbaas [l]1 has analyzed the case of 

'Pure free convection through vertical ducts. It is known the 
effects of buoyancy on a forced convection process can considera-, 

1 Numbers in brackets designate .References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

Winter Annual Meeting, Los Angoies, Calif., November 16-20, 1909, 
of THE AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manu­

script received by the Heat Transfer Division. Januarv 0, 1909. 
Paper No. 09-WA/HT-10. 

bly alter the heat transfer rate. Most previous studies in this 
area have been documented in a literature survey by Bhatta-
charyya [2], 

For flow through circular ducts when the wall temperature 
varies linearly or is uniform in the flow direction, the peripheral 

• wall temperature at any section remains constant. For flow 
through noncircular ducts, however, the fluid slows down near 
the corners, thereby transmitting less heat in these areas. This 
may result in nonuniform peripheral wall temperature and non­
uniform peripheral wall heat flux. Tiio extent of this rotational 
assymetry depends upon the duct configuration, thermal con­
ductivity, and thickness of duct wall. This circumferential as-
symmetry is also present in combined free and forced convection 

, through vertical noncircular ducts. 
It is known [3, 4J that for fully developed laminar flow through 

ducts under uniform axial heat flux, the equation describing 
temperature distribution through the ducts is mathematically 
similar to that describing deflection of thin plates. As such, one 
can borrow the available solutions from the plate theory (when­
ever possible) to solve the duct flow problem. However, this 
poses one restriction, namely, the usual boundary condition from 
the plale theory is equivalent lo that of uniform peripheral wall 
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temperature. The case of uniform peripheral heat flux in duct 
flow will, however, give rise to a set of boundary conditions 
which is normally not. encountered in the plate theory. 

Some studies of laminar pure forced convection through non-
circular and regular polygonal ducts under uniform axial heat flux 
and uniform peripheral wall temperature are available in refer­
ences [5-40]. Yen [11] has presented an exact solution of pure 
forced convection through wedge-shaped passages under uniform 
peripheral heat flux, while Tao [ 12] presented an exact solution 
by conformal mapping for the same boundary conditions, but. for 
a cardioid duct. Combined free and forced convection solution 
for vertical noncircular and circular sector ducts under the con­
ditions of uniform axial heat flux and uniform peripheral wall 
temperature have been presented by Lu [41, Tao [13, 14), and 
Han [15]. For noncircular ducts, solutions of combined free 
and forced convection with uniform peripheral heat flux do not 
appear to be available in the literature. 

The present study treats the case of fully developed laminar 
combined free and forced convection through vertical regular 
polygonal ducts under uniform axial heat flux. The boundary 
conditions considered are (i) uniform peripheral wall temperature 
and (ii) uniform peripheral wall heat flux. Solutions have been 
presented which satisfy exactly the differential equations and 
satisfy the boundary conditions only at a number of points on the 
walls. As will be shown in the following sections, the results ob­
tained are very accurate. 

Formulation of the Problem 
Consider a vertical straight regular polygonal duct, Fig. 1. 

Consider fully developed laminar flow through the duct in the 
vertical upward direction along the positive z-axis. Uniform 
heat, flux in the axial direction is assumed. Viscous dissipation, 
pressure work, and axial conduction terms in the energy equation 
are considered identically zero. All fluid properties are assumed 
constant, except for variation of density in the buoyancy term of 
the equation of motion. The fluid may contain uniform volume 
heat sources. Under these conditions, the governing equations 
can be written as; 

The wall and fluid temperature gradients are — = Ci. (.', 
dz ' 

being a constant. 
The equation of state can be written as 

p = p,„[! - (3(T - Tw)\. ,:1; 

where Tw can be replaced by 'l\vex for the case of uniform pe­
ripheral heat flux. The wall temperature is defined as 

Tw = 'J\ + z 
OT 

dz 

where 7'<> is the reference temperature at z = 0. Inserting equa­
tion (.')) in (I) and (2) and nondimensionalizing, we obtain 

where 

V2U + V „ „ 0 = -L, 

V*<£ - V = -F, 

'~~~~~ dh"* + R d'rt + It1 d02 ' 

I) 

I i) 

In equations (4) and (5), the Rayleigh number A'ua and ihe 
heat generation parameter /'' are prescribed quantities, while !', 
<f>, and L are the three unknowns. We therefore need a third 
equation which is provided by (lie continuity considerations in 
the duct, 

SfV(IA=ffdA. 7. 

where 

dp 
= - — 4- pV'u 

dz 

bT 

P(l, 

pCpu — = wr + Q, 
dz 

dr2 
1 d 

r dr r2 d#2 

(0 

(2) _QU^1._ 

Fig. 1 Coordinate system 

•Nomenclature. 

A = area of cross section 

Cp = specific heat of the fluid at, 

constant pressure 

Cs = temperature gradient in flow 
direction 

Dh = hydraulic diameter = (4 
cross-sectiona) area)/(heat 
transfer perimeter) 

F = Q/pCpCiU, heat, generation 
parameter, dimensionless 

F = F/fj, dimensionless 
g = gravitational acceleration 

/'avu = average peripheral heat 
transfer coefficient 

L = pressure drop parameter, di-

iV.Nu = 

A'u„ = 

Q = 

li = 

C/avg = 

T = 
u = 
U = 
V = 

V = 

mensionless 
hDh/i<, Nusselt number, di­

mensionless 
(p2gCpC^Dh*)/KH, Rayleigh 

number, dimensionless 
heat generation rate 
r/Dh, dimensionless radius 
number of sides of a regular 

polygon 
average surface heat flux 
temperature 
axial velocity 
average axial velocity 
u/U, dimensionless axial ve­

locity 
V/L, dimensionless 

= X, dimcii-

R, 6 = coordinates 

z = axial coordinate in flow di­

rection 

X = (J _ '/',„) or (T - 7,
!,110.0 

~pUCpCiDf 

skinless temperature func­
tion 

<fi = 4>/F, dimensionless 

13, p, K, p. = fluid properties in standard 
notation 

V = (A?«„),A 

T = local wall shear stress 

Tiivc = average wall shear stress 
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[n the assumptions stated above nothing has been said about 
the conditions of peripheral wall temperature or the peripheral 
wall heat flux. We wish to solve equations (4) to (7) under the 
following two cases: 

Case 1: Uniform peripheral wall temperature, 

From equation (20) we can write 

V = <£ = 0 at the wall. 

Case 2: Uniform peripheral wall heat flux, 

—; = Constant 
dx\ at the wall, 

V = 0 

<f> = 0 at the apex of the duct. 

(8) 

(<)) 

(10) 

Solution 
In equations (4) and (o) the pressure drop parameter L is an 

unknown constant. We therefore can divide (4) and (f>) by L 
and obtain the following two equations 

V2<5 - -V = 0. 

(11) 

(12) 

where V — V/L, <j> = <p/L. F — F/L has been dropped for the 
lime being. Solutions for finite nonzero values of F will be ex­
plained later in the analysis. Elimination of L in (11) and (12) 
simplifies the problem, considering the fact that we now have 
only two equations in two unknowns, V and 0. The method by 
which L is obtained will be explained later when we deal with the 
particular boundary conditions. 

We first of all present a general solution of equations (11) and 
(12). These two equations can be combined together to give 

V'U + A'ltaF = 0. 

Let 

so that (lo) can be rewritten as 

V-ij/ + ,4]? = o, 

or 

(V2 + ?"J;2)(V2 - ii]r) V = 0. 

(US) 

(14) 

: ! • > ) 

(16) 

Ceneral solution of equation (10) can be obtained by combining 
solutions of 

(V2 + /r/2) V = 0, (17) 

(18) (V2 - inr) V = 0. 

This solution will contain the terms [16], 

berJnR) cos nd, bei„(i]R) cos nd, 

bcrJrjR) sin nd, lieiJvR) sin nd, 

KerJnR) cos nd, KeiJrjR) cos nd, 

Kei\(7)R) sin nd, KeiJjiR) sin nO. (19) 

Nil ice the problem is even in 6, the terms containing sin nd will 
drop out. In addition, as the velocity is finite at the center, (he 
ki r and AW terms will not exist in the present case. 

Because of the symmetry of the regular polygons, only the 
region OBC, Fig. I, need be considered. For this region the gen­
eral expression for velocity can be written as 

v = Y C,J>er„J.vK) «>s md 

+ Y D,J>ei,JjiR) cos nsd. (20) 
i, = 0 

V2 V = ?/2 
— 2_j CnJaeim(T}R) c o s nsb 

+ Y l->nJ>cl"nArlh') <'oii ns9 
n = 0 

From (11), the temperature function can be written as 

1 

Ara, 
[ I + V2 V]. 

(20a) 

(21) 

Equations (20) and (21) give a general solution of the equations 
(11) and (12). However, we have still to evaluate the constants, 
C„„ Dnx, and the pressure-drop parameter L. These quantities 
are obtained by point-matching at the walls with respect to each 
boundary condition. 

Case 1: This boundary condition states that 

V cj> = 0 at, the wal: 

which is the same as V = <£ = () at the wall. To satisfy the 
condition of no-slip at the wall, equation (20) gives 

0 = Y C„J)er„s(rill) cos nsb 

+ Y DJ>ein,(i)R) cos nsd, (22) 
n = 0 

while the second condition gives, from (II ) , 

V'M~ = - 1 at the wall. 

Introducing (20«-) in (23), one obtains 

(23) 

•1 = if ~ Y C,Jiei„s(7jR) cos n.s'6 

+ Y OJ,ernAvli) «os nsd (24) 

The coefficients Cn, and D„, are obtained from (22) and (24) by 
point matching at the wall B C 

For n number of points on (lie boundary, (22) and (24) will 
give 2re number of equations in 'In unknowns. These equations 
will be of linear algebraic type and can be readily solved, except, 
(hat each term of these equations is an infinite series. 

Determination of the coefficients C„» and DH!I completely solves 
the problems for V and <f>. The pressure-drop parameter L can 
now be evaluated from the continuity equation as 

/, = 
SfdA 

ff VdA' 

where the integration is performed over the area OBC. Deter­
mination of L now gives the required quantities V and (b. 

The reason for originally eliminating L from (11) and (12) is 
now obvious. This simplification is good, however, as long as 
F = 0, a situation which is most common. In the event 
results are required for finite values of F other than zero, F then 
becomes an unknown constant. For this situation the point-
matching procedure described above can be followed except that 
now n number of points on (he boundary will result in 'In number 
of equations in ('In + 1) number of unknowns. The {'in + 1 ) th 

equation will now be provided by the continuity equation (7). 
Case 2. For (he case of uniform peripheral heat (lux, the con­

dition V = 0 at the wall remains (he same as in Case 1. Accord­
ingly, as before, the condition V = 0 at the wall will give equa­
tion (22). However, (he condition d<f>/diX = constant- at the 
wall gives 

d0 
= 0.2.1 F (26) 
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For the system of coordinates, Fig. 1 

dlt 

sin 6 d 

From (2L) and (26), one obtains 

1_ 

5A> ( V 2 f ) 

0.25 

/) 
1 - F). 

(27) 

(28) 

where V 2 F is given in equation (20a). 
The coefficients C,u and Z)„s can now be evaluated from (22) 

and (28), but for the parameter L. We therefore need an addi­
tional equation. This equation is provided by the condition <f> 
= 0 at the apex, which from (21) gives 

V 2 F = - 1 . (29) 

The coefficients C„a, D„, and the pressure-drop parameter L can 
now be obtained by point matching (22) and (28) at the wall BC 
and (29) at the apex C. 

I t may be noted here that the continuity equation is not ex­
plicitly required to evaluate L in Case 2. The reason for this is 
that the continuity requirement has been utilized in deriving 
(26). 

This completes the solution of the problem for the two cases. 
The method described in the foregoing can be extended to a pre­
scribed circumferential temperature distribution as well. Having 
obtained the solution for velocity and temperature profiles, we 
can now evaluate Nusselt number, local heat flux, and local shear 
stress distribution. 

Nusselt Numbers. Nusselt number signifies the energy con­
nected from a surface. 

.'VN„ = 
»„/*«v6 D,, 

k T„ - T, 
(30) 

where Tw is the average wall temperature. For the Case 1, Nus­
selt number in the nondimensional form can lie written as 

A'NU 

when 

1 -F 

SfQVdA 
J'fVdA ' 

(31) 

(32) 

For the Case 2, the expression for Nusselt number reduces to 

1 - F 
A' Nil — 

• " W o 
„lld0 - 4>,n, 

(33) 

In equations (32) and (33) the area integrals are performed over 
the region OBC while the line integrals are performed over the 
wall BC. 

Local Heai Flux. For the boundary conditions of Case 1, the 
local wall heat flux will vary over the circumference. In non-
dimensional terms, the ratio of the local to the average wall heat 
flux can be written as 

1 
</avB 1 f* 

*V* Jo 
dN 

(34) 

cW 

Local Shear Stress. In a maimer similar to the local heat flux, 
the ratio of the local to the average shear stress can be writ ten as 

d F \ 

d A 7 w a l l 

'* Jo ,dN 

(35) 

dd 

Table 1 Improvement of Nussel i numbers w i t h number of points on the 
w a l l for a square duct and compar ison w i t h an exact so lu t ion, for un i form 
circumferent ial w a l l temperatures 

NRa 

*4 

10n4 

lOOit4 

NUSSELT NUMBERS 

Number of Points on the Wall BC, 
Present Analysis 

2 3 4 

3.7702 3.7092 3.7004 

4.5891 4.4722 4.4492 

7.4134 8.3815 8.3342 

Exact 

Solution 
[15] 

3.6962 

4.4372 

8.2716 

Table 2 Improvement of Nusselt numbers w i t h number of points on the 
w a l l for an equi lateral t r iangular duct and compar ison w i t h an exact 
so lu t ion, for the case of un i fo rm circumferent ia l w a l l temperature 

NRa 

10 

100 

500 

1000 

5000 

10000 

NUSSELT NUMBERS 

Nmfcer of Points on the Wall BC, 
Present Analysis 

2 3 4 

3.1250 3.1248 3.1243 

3.2390 3.2472 3.2475 

3.5547 3.7489 3.7537 

3.6921 4.2846 4.3029 

1.6686 6.4505 6.7896 

7.3051 8.2678 

Exact 

Solution 

[17] 

3.1249 

3.2475 

3.7537 

4.3029 

6.7971 

8.2944 

Discussions 
Before we discuss the various results of the present analysis, 

it is worthwhile to point out some of the computational details. 
First, the actual location of the points on the wall BC had little 
effect on the final results as long as the points were evenly dis­
tributed. Secondly, in the evaluation of the infinite series 
bernt{ijR) and bei„s(r)R), etc., it is known that their convergence 
depends on the values of their argument and suffix, as such ex­
treme care was taken to insure their convergence. 

We now present the results of Nusselt numbers, local heat 
flux, local shear stress, and pressure-drop parameter and compare 
them with those of published work. 

Nusselt Numbers Under Constant Circumferential Wall Temperature. 
Table 1 presents the Nusselt numbers obtained by the present 
analysis as compared to those of an exact solution by Han [15] ior 
square ducts. This table also shows the effect of number of 
points (on the wall BC, Fig. 1) on the Nusselt number value;-. 
This table shows that with only four points, the results are very 
close to those of the exact solution.2 

A similar comparison is given in Table 2 for the case of an 

2 In Table 3 of flan these Nusselt numbers are given as 3.(it), 4.2,. 
and 9.40, respectively. A recalculation of Han's expressions shcAv-' 
that some of the values in his Table 3 were somewhat in error. 
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= 9 . 

10 

RAYLEIGH NUMBER 

Fig. 2 Nusselt number against Rayleigh number for various polygons 
under uniform circumferential wall temperature 

Table 3 Nusselt numbers against Rayleigh numbers for various poly­
gons for uniform circumferential wall temperature 

NUSSELT NUK3ERS 

Number of Sides of Polygon 

'1. 78 

5.38 

6.90 

8.47 

Ci rc le 
(Exact 
Solution^ 

CO 
CO 

10 

8 

6 

4 

? 

-

I 
U N I F O R M 

..•—-

1 

1 1 1 

C I R C U M F E R E N T I A L W A L L 

N R a = 1 ° 4 

1 1 

5 MO 3 

103 

i 

1 

T E M P E R A T U R E _ 

~ 

1 

Table 4 Nusse!? numbers against Rayleigh numbers for various poly­
gons for uniform circumferential heat flux 

5 7 9 11 13 

N U M B E R OF SIDES 

15 17 

Fig. 3 Nusselt number against number of sides for various Rayleigh 
numbers under uniform circumferential wall temperature 
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00 
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™ 

-
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UNIFORM CIRCUMFERENTIAL HEAT FLUX 

NUMBER OF SIDES 

«) (CIRCLE, EXACT SOLUTION) 

/ 8 

// 4 

/y//3 ^~^^0 
f j ^ ^ 

/ - — - - — - ^ 

. . . I ! I 

"sss — 

_ 

-

10 
RAYLEIGH 

10 

NUMBER 

4 
10 

NRa 

Fig. 4 Nusselt number against Rayleigh number for various polygons 
under uniform circumferential heat flux 

equilateral triangle. The exact solution for this case is given in 
; 17]. This table gives additional evidence that the present 
point-matching method is quite accurate. 

Fig. 2 presents the variation of Nusselt number against Ray­
leigh. number for different number of sides. This figure shows 
that as the Rayleigh number inci'eases, the effect of number of 
^icles on the Nusselt number diminishes. Tig. 3 gives the plots of 
variation of Nusselt number against number of sides for some 
values of the Rayleigh number. From this figure one can clearly 
note how the Nusselt numbers attain asymptotic values for 
various amounts of buoyancy effects. 

\, 

1 

100 

500 

1000 

2000 

5000 

10000 

1.90 

2.3 3 

3.35 

3.61 

4.69 

6.01 

7.84 

N umbo r 

4 

3.23 

3.32 

3.69 

4,14 

4.95 

5.34 

8.10 

NUSSELT NIS- 3ER5 

of Sides of Polygon 

5 I 6 

3.65 

3.72 

4.02 

4.37 

5.00 

6.47 

8.17 

3.88 

3.96 

4.24 

4.57 

5.18 

6.61 

8.17 

7 

4.02 

4.09 

4.36 

4.69 

5.28 

6.70 

8.26 

8 

4.13 

4.17 

4.44 

4.77 

5.34 

6.73 

8.31 

12 

4.28 

4.34 

4.61 

4.93 

5.52 

6.93 

8.48 

C i rc le 
(Exact 
Solut ion) 

4.36 

4.43 
i 

4.69 

4.99 

5.56 

6.94 

8.49 

Table 3 lists Nusselt number values. It may be added here 
that in this table the values of Nusselt number at A7KB = 1 
should closely correspond to the results of pure forced convection 
through regular polygonal ducts. Comparison with Cheng's 
[10] values indicates that this indeed is the case. 

Nusselt Numbers Under Constant Circumferential Wall Heat Flux. 
As indicated earlier, for combined free and forced convection 
through vertical uoncircular ducts, there does not appear to be 
available any study corresponding to the case of uniform periph­
eral wall heat flux. As such, the accuracy of the present results 
is difficult to estimate. However, at iVru = 1, the Nusselt num­
ber values given in Table 4 agree closely with the corresponding 
values given by references [18] and [19] for pure forced convec­
tion case. 

We present the Nusselt number of plots in Fig. 4 as function of 
Rayleigh number for various number of sides. The variation of 
Nusselt number against number of sides for various values of the 
Rayleigh number are given in Fig. 5. Table 4 lists the Nusselt 
number values. 

We now compare the Nusselt numbers for the two cases of 
uniform peripheral wall temperature and the uniform peripheral 
wall heat flux. 

When Figs. 4 and 5 are compared to the corresponding Figs. 2 
and 3, it is noted that the case of uniform peripheral wall heat 
flux gives lower values of Nusselt number for given values of the 
free convection parameter and the number of sides. Yen [11], 
in a study of laminar forced convection through wedge-shaped 
passages, has also shown that the Nusselt numbers are lower for 
uniform peripheral wall heat flux compared to those of uniform 
peripheral wall temperature case. When Fig. 3 is compared with 
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Fig. 5, it is observed that for a given value of the Rayleigh num­
ber, the influence of the increasing number of sides on the Nusseit 
number diminishes earlier for the case of uniform peripheral wall 
temperature compared to the case of uniform peripheral wall heat 
flux. 

Local Heat Flux Ratio. The local heat flux distribution, according 
to equation (34), has been evaluated and, for two particular 

geometries, is plotted in Figs. 6 and 7. Fig. 0 is for the equi­
lateral triangle and shows that while at low values of the Uay-
leigh number the maximum value of local heat flux occurs at 
point, B, at a high value of the Rayleigh number the heat (lux 
becomes uniform over a substantial portion of the wall BC. Fig. 
7 is for an hexagonal duct and shows that for this geometry, the 
local heat flux ratio is relatively less sensitive to the free convec­
tion effects. 

It can be noted from both the Figs. 6 and 7 that the buoyancy 
effects increase the local heat flux ratio at the apex C, while 1 hey 
reduce the same at point B. 

According to expectations, it has been observed that as the 
number of sides are increased, the differences in local heat tlux 
ratio reduced, until for a circle they disappear completely. 

Local Shear Stress Ratio. The local shear stress distribution has 
been evaluated from equation (•ii)). Both the cases of uniform 
wall temperature and uniform wall heat flux have been analyzed. 
Fig. 8 presents, for an equilateral triangle, the local shear stress 
ratio for both the boundary conditions. This figure shows that 
while for low values of the Rayleigh number the shear stress 
ratio is maximum at point B, at high values of the buoyancy 
effects this maxima shifts toward the apex C. This rather un­
expected result is borne out by calculations made from the exact 
solution given in [17]. Fig. S presents a comparison of shear 
siress ratios between the case of constant peripheral wall tem­
perature and that of the constant peripheral wall heat flux. It-
is noted from this diagram that at high values of the buoyancy 
effects, ihe condition of uniform circumferential wall heal flux 
produces lower shear stress ratios at (he point B, while it pro­
duces higher values of the same near the apex ('. 

As the number of sides are increased, (he variations in local 
shear stress ratios are reduced, whether or not there are buoyancy 
effects present. This applies to both the circumferential boundary 
conditions under consideration. The differences in local values 
reduce very rapidly as the number of sides are increased from 
three. 

Local Wall Temperature. For the case of uniform circumfereuiial 
wall heat flux, the circumferential wall temperature difference (j) 
has been studied. With or without buoyancy effects, the maxi­
mum wall temperature difference occurs at point B. As the 
number of sides are increased, the effect of buoyancy on local wall 
temperature diminishes, until for the circle it completely dis­
appears. Local wall temperature distributions for four and eigln-
sided regular polygonal ducts are shown in Fig. 0. 

Pressure-Drop Parameter. Pressure-drop parameter L, as a inac­
tion of the Rayleigh number and number of sides, has been evalu­
ated for the two wall boundary conditions. It is observed t'10 ' 
when the number of sides is small and the Rayleigh number is 
high, the uniform circumferential heat flux condition result-* m 
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Table 5 Pressure-drop parameters L against Ray le igh numbers For 
var ious po lygons for both the boundary condi t ions 
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higher values of the pressure-drop parameter compared to the 
case of uniform peripheral wall temperature. Table 5 lists some 
values of the pressure-drop parameter for a number of polygons 
under the two wall boundary conditions. Fig. 10 presents the 
pressure-drop behavior for an equilateral duct for the two cases, 
and clearly shows that the uniform wall heat flux condition re­
sults in higher pressure drops. 

Conclusion 
A solution by point-matching method in terms of a series con 

taming Bessel functions has been obtained for the case of com­
bined free and forced convection through vertical regular poly­
gonal ducts. Two boundary conditions have been treated: Case 
1—uniform circumferential wall temperature and Case 2—uni­
form circumferential heat flux. Case 1 results in higher Nusselt 
number values as compared to Case 2. In each case at higher 
values of Kayleigh number (he influence of number of sides on 
Nusselt number diminishes. 
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I Numerical Method for Calculating 
Filly Developed Laminar Velocity 
Profiles From Temperature Profiles 
It is noted that the velocity profile has a significant effect on the temperature profile thai 
develops in a fluid flowing through a tube. A numerical method for retrieving the 
velocity profile from a temperature profile is given and the computer program written 
to implement the method is described. The method retrieved velocity profiles of reason­
able accuracy from temperature profiles calculated from the Graelz solution and by 
Kays' numerical method.. The results of a study to estimate the effects of possible ex­
perimental errors from several possible sources on the calculated velocity profiles arc 
included. 

Introduction 

WE I HEN an isothermal fluid in fully developed steady 
laminar flow through a uniform tube encounters a change in tube-
wall temperature, the temperature field that develops is a unique 
function of the velocity field, the thermal diffusivity of the fluid, 
and the wall temperature. The problem of calculating the tem­
perature profiles that develop has been treated by many authors. 
Solutions are available for both Newtonian and non-Newtonian 
fluids, for a variety of boundary conditions. Fig. 1 shows several 
temperature profiles calculated by the numerical method of 
Kays [ l ] 1 for a variety of different velocity profiles. 

Fig. 1 demonstrates that velocity profiles have a significant 
effect on the temperature profiles. This suggests that the tem­
perature fields that develop in flowing fluids ma3' contain usable 
information about the velocity fields. By inference, then, they 
also contain information about the rheological properties of the 
fluid. If the temperature field is to yield usable information 
about rheological properties, however, there must first be a means 
'if reconstructing the velocity field from temperature measure­
ments. 

This paper describes a numerical method of calculating the 
velocity profiles from temperature profiles that develop under 
conditions of steady, fully developed flow through a tube as just 
described. The key feature of the method developed herein is 
die construction of a numerical temperature grid independently 

1 Numbers in brackets designate References at end of paper. 
' 'ontributed by the Heat Transfer Division for publication (with-

'»i! presentation) in the JOURNAL OF HEAT TRANSFER. Manuscript 
received by the Heat Transfer Division, July 9, 1968; revised mauu-
sTipt received, March 25, 1909. Paper No.'70-HT-C. 

of the velocity profile. A dimensionless group that is held con­
stant is used in the construction of the grid. This group contains 
the local velocity as one of its factors. After the grid is complete, 
the temperatures in the final column of the grid are compared, 
one by one, to a physical temperature profile developed in fluid 
flowing through a tube. In this way a physical radius may be as­
sociated with each row of the grid. A one-step calculation then 
yields the corresponding fluid velocities. 

The method was developed in the course of a search for a new 
method of studying the flow of a non-Newtonian fluid in a small 
tube. I t has been programmed for a digital computer and has 
successfully retrieved parabolic velocity profiles from temperature 
profiles calculated from the classical Graetz solution [2]. I t ha> 
also recovered the original velocity profile from a temperature 
profile calculated for a highly distorted non-Newtonian veloc­
ity profile by Kays' numerical method [1], 

The Mathematical Model 
The energy equation applicable to each point in a stream of 

incompressible fluid is 

pcjjt = V-(kVT) + n<t,. (1) 

Equation (1) may be expressed in cylindrical coordinates and the 
following assumptions made: 

1 The system is axialiy symmetric. 
2 Viscous dissipation is negligible. 
3 Fluid properties are constant in the heated portion of iIn­

duct. Entrance values are ttsed. 
4 Transients have decayed. 
o There is negligible axial conduction in the fluid. 
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Fig. 1 Temperature profiles in fluid flowing through a tube as calculated 
by Kays' method [ l ] for the velocity profiles shown in the inset 

0 The hydrodynamic velocity profile is fully developed at 
the entrance to the heated section of the duct and remains con­
stant i hereafter. 

Under the foregoing assumptions, (he energy eciuation reduces to 
the familiar form 

dT 

dx 

k 1 d / 

pcp r dr ' 

I dT 

V dr 
(2) 

The thermal diffusivity a = k/pcp and the dimensionless radius 
It = r V„ are introduced. A transformation y — In R, credited 
by Jakob [3] lo Nessi and Nissolle [4], is made to transform the 

cylindrical coordinates of the tube to a semi-infinite Cartesiat 
plane. The modified energy eciuation takes the form 

dT d'-T 

dx (nJi)2 dy- (3 

where the velocity u is a function of It only, but where no specific 
form of the functional relationship is assumed. The symbol R i--
retained in equation (3) and subsequently for convenience in 
preference to the more cumbersone e". 

The finite-difference form of equation (3) may be written as 

A/I' 

Ax 

a Av
vr 

(rjty- (Ay)'' (3a; 

Put 

T = 7'(.c„, y,„) 

A / / ' = r„„„+1 - T,n„, 

AyT = Tm+l,n - Tm,n 

A,/T = T„l+hn - rrin,n + T„ 

um = u(R,„). 

In this notation, equation (3a) becomes 

T,„,n+i — T,„,„ a '/',„+!,„ — 27',,, 

Ax vjjjt,,^ (Ay'f 
(36 

If it were passible to measure all the temperatures used in equa­
tion (36) it would be possible to solve immediately for the corre­
sponding velocity, «,„. However, in considering possible experi­
mental difficulties, we note first that 

dr 
- — • — 

dx 

\dT 
« \dli 

(If that were not true, the assumption of negligible axial conduc­
tion would be untenable.) Hence the axial temperature gradient 
required in eciuation (36) might be very hard to measure. 
Second, it appears possible to make many more temperature! 
measurements in a radial traverse than could be made in an axial 
traverse. Data-smoothing techniques could be applied with j 
more confidence to the radial temperature profile in such a case. | 
In deference then to experimental difficulties we will derive a ! 
method of constructing a numerical temperature grid without! 
knowing either the axial temperature gradient or the functional i 
relationship between the fluid velocity, (/„,, and the dimensionless I 
radius A*,,, (or ?/„,). The final column of the numerical grid is I 
then compared to a radial temperature profile so that a radius is I 
associated with each index m. The corresponding velocity wrij 
will then be obtained from a one-step closed-form solution. j 

The task of constructing the temperature grid would be I 
greatly simplified if there were a set of transformed radii {?/,„; 
such that equation (36) could be written in the form 

ArT = j (T, - 27', + 7*„,_1,„) (3c) 

-Nomenclature-
cp = constant-pressure specific, heat 

I)/1)1 = substantial derivative, d/d'T 

+ U-V 

(I = differential operator 

/,- = thermal conductivity of the fluid 

/,- = length of the heated portion of 
the duct 

In = natural logarithm 
in, n = indexes in finite-difference equa­

tions 

P = the dimensionless group 
u(r<,RAy)* 

aA:r 
It = dimensionless radius r/'/'o 

r = radial coordinate 
)'o = radius of tube 
T = temperature 
t = time 

U — velocity vector 
u = axial velocity 
x — axial coordinate of tube 

Y = a value of y between 2/,„_i and ?/,., 
y = In R 
a — thermal diffusivity 
A = finite difference 
p. = viscosity 
p = density 
(/> = dissipation function, also a di­

mensionless correction facto'' 
defined by eciuation (8) 

V = vector differential operator 
d — partial differential operator 
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where / ' is a conslant chosen to satisfy stability requirements.2 

<'omparison of equations i,'!/)) and i:ir) indicates that the con-
-tiint / ' must be defined by the relation 

1 a Ax 
- = _ . (4) 
/ ' ii„,ir„/t,„Ayt-

-MIICC we wish I / ' to be constant, (wo observations must be 
made. First, there are two points in the [low field where equation 

1) is singular; at the tube wall where the velocity is normally 
•<ero and at the center line where It is zero. Second, equations 
• ib) and C-ic) are valid when A// is a fixed quantity. Except for 

'he special case in which iinlh',„- may be a constant, A;/ must vary 
HI satisfy equation (4). Hence equation (lie) must, be corrected 
for the variation of A)/. 

It is seen that there are three problems to be overcome before 
•i relation such as equation i'-ic) can be applied to the compula-
i ion of velocity profiles from temperature profiles; the stability 
problem, the problem of singularities, and the problem of variable 
A//. It will be shown that (a) the stability problem has been 
-dived by oilier authors, lb) the singular points can be avoided 
;u the calculations, and (<•) the introduction of unacceptable error 
by t he variable A// can be avoided by the use of a weighting factor 
mi the temperatures. 

Stability 
Equation (->b) is similar in form to the finite-difference one-

dimensional heat-conduction equation 

aAt 
T„„„n - 7',„,„ = — — (7\„+1,„ - 27*„„„ + ?',„_!,„) (5) 

(Ax)1 

i hat Dusinberre [6| wrote (using the present notation) 

V',,,,,,,4 - 7'„„„ = -- (7'„,+1,„ - 27'„„„ + '/',„_,,„) (fia) 

where the modulus P = (A.r)2/aAl.3 Richtmyer [;}] proved that 
the necessary and sufficient condition that, the error in the nu­
merical integration of equations of the form of (5) be bounded is 
that P > 2. The classical, graphical solution to the one-dimen­
sional heat-conduction equation, published by Schmidt [61, used 
/ ' = 2 so that equation (on) reduces to 

7'„„„+l = (7\„+1„, + 7'„,_,,„)/2. (6) 

Dusinberre 17] recommended the use of P = '•>, in which case 
equation (.">«.) becomes 

7'„„„+, = (7',„+1,„ + 7\„,„ + 7',„_1,„)/3. (6a) 

In the pieseut s iud\ , a modification of equation (fia) was used 
sin i esstulh, wheie P was defined by equation (4). It was con-
luded that the stabihu diteiioii developed for one-dimensional 

• ondui'lion is also \ alid when applied to steady, axisymmetric, 
lanunat flow. 

Boundaries and Singularities 
The points m the How held wheie equations (Mc.) and (4) are 

sihRulai mm be avoided without gieal difficulty. Starting at the 
rtall, 7'i „ is the wall tempeiatuie, which is one of the boundary 
louditions that must be gnen The usual assumption in con-
inuium fluiil mechanics is that the fluid velocity is zero at a 
s ta t ionan, solid suifaie With the wall temperature and the 

- tin hi unci [o] defines a stable solution as one in which the error 
is bounded He emphasizes, honnei , that the fact that the error is 
Mounded does not, m am sense, mean that it is small. 

Jakob [3] nedits the (oniept to \essi and Nissolle [4] who int-ro-
lined the expiession aSI (Si)- = K 2 where K is chosen arbitrarily, 

umnbeis between 1 Alid 1 bem^ pieterable in most cases. See.p. 380 
>t lefeieiue [.) | 

velocity at the wall known, the temperature computations may 
begin with T->,„ for each n > 1. 

At the second singularity, the center line of the duct, neither the 
temperature nor the velocity is known. If is known, however, 
that, the temperature gradient, bT/blt, goes to zero. Both 7' and 
R are continuous and have continuous derivatives. Hence 

pT bT dlt _ ( bT 

bY = bit dy ~ ' bit' 

Thus bT/bi/ is (he product of two quantities that go to zero in­
dependently as the center line is approached. For all practical 
purposes, therefore, the transformed temperature gradient. 
b'T/by may be set equal to zero for sufficiently small It. This 
was handled in the program by setting 7'„,+i.» = 7',,,,,, for in 
greater than some arbitrary integer, say, MY. By proper choice 
of MY, the center line may be approached as closely as desired. 
Thus the second singularity is avoided by staying a finite distance 
from the center line without incurring any significant penalty on 
accuracy. 

Consequences of the Variability of A y 
If has been pointed out (hat, as u and It vary at different 

points in the flow field, Ay must also vary so that, the product 
• . ( f o / i ' . i } ) ' is held constant. This must be done to satisfy 
equation (4). The problem lies in the fact, that the formulation 
of the second difference of temperature with respect, to y, Au-T, 
is predicated on a constant Ay. A method of correction for the 
variation in Ay was developed and applied successfully. The 
development is given iu the following. 

Consider Hie compulation of 7',„,„+i, with values of Ay to 
either side of the node point (in, n) given by Ay, = j/„,+1 — y,„ 
and A//2 = llm — llm-i- bet i/,„.o, n,a, and ,iy„,Ti be given. It is 
possible, without, loss of generality and consistent with the re­
quirement that H„,(/'ii7i>,„A//)2 be constant, to suppose that 

!//», - ;<y,„-t| > |.'/».+i - //.--.!• 

Obviously there exists some //, say // = 1", in the interval (//,„_i, 
;/„,) such that-

ihn - ¥ = ;'/»H-l - II ni-

llX the conventional formulation of (he second difference of T 

with respect to //, e.g., as in equation (?>b), the temperature. 

7'r,„ rather than 7'„,_i,„ should be used. Thai is 

JAyy. ~ (^)2 

where Ay = ;t/„1+1 — ?/,„. Both T and its derivatives are assumed 
to be continuous. Therefore T must be piocewise linear over small 
intervals. Since T is linear over small intervals, it, is possible to 
interpolate linearly between 7',„_i,„ and 7'„,,„. On performing the 
interpolation, it is found that, 

Ty.n = (1 - 4>„,)T„i^,„ + </>mr„„„ (7) 

where 

Urn ~ ilm-l 

The quantities defined by equations (7) and (X) were used to 
write equation (fia) in the final form 

T,„.n+i = [7*„«+1,„ + (<f>„, + 1)7'„„„ + (1 ~ <M7'„,_,,„|A (fib) 

We note parenthetically that higher-order interpolation could 
be used to obtain 7V,„. In the cases run in this study, however, 
it was found that Ay tended to vary by a factor of about three 
between the maximum and minimum values in a field of 60-100 
values. Linear interpolation was used therefore to save com­
puter time. 
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The Computational Scheme 
A computer program was written to perform the calculations 

iteratively as described in the following. 
The fluid temperature is assumed to be known and uniform 

when the fluid enters a short heated section of tube. The axial 
coordinate, x, is set equal to zero at the entrance to the heated 
section. Initial values for [<t>m} and Ax are chosen. Starting 
then at x — 0 and with the wall temperature known for x > 0, 
the temperature throughout the heated section is calculated. 
Computations based on equation (66) are continued, filling 
column after column of the grid diagrammed in Fig. 2 and pro­
ceeding in the direction of increasing x (i.e., downstream) until 
TMY.T, reaches (he observed center-line temperature. The final 
result of these calculations is a one-dimensional matrix with M Y 
elements of temperature, ?',„. (Only the last column of figures 
in the grid in Fig. 2 is used.) The matrix exists in the trans­
formed plane with each of the node points at an unknown distance 
from the edge of the plane, i.e., the tube wall. 

The transformation back to cylindrical coordinates is made by 
comparing the numerical temperatures, T,„, to an experimental 
profile. Fig. 3 shows how this might be done graphically. For 
m = 10, Tm is the 10th element of the one-dimensional tempera­
ture matrix. For the temperature matrix to have physical sig­
nificance, there must be a corresponding T(R) in the physical 
system such that T{R,„) = '/'„,. Hence one could extend a line 
at constant m (m = 10 in the example of Fig. 3) to intercept the 
temperature curve of T,„, then extend the line across at con­
stant temperature to intercept the curve of T(R), then upward to 
locate the radius R,„ on the upper abscissa. This is done for all 
the MY elements of the temperature matrix. 

Two things are done in preparation for the second (and suc­
cessive) iterations. A new value of Ax is calculated;4 

Ax = L/N 

where L is the length of the heated portion of the duct, and Ar 

4 When the tube-wall temperature varies axially, Ax must be known 
in order that the tube-wall temperature be known at each step. It is 
seen from equation (4) that Ax affects the velocity as a scaling factor. 
If the actual center-line temperature is high, more steps must be taken 
in the a>direction for the calculated center-line temperature to reach 
an experimental center-line temperature; that is to say, Ax must be 
small. It follows that the calculated velocity will be smaller than it 
would be if the center-line temperature were low. Thus one of the 
reasons for forcing a match between the calculated and experimental 
center-line temperatures is to obtain a proper value for Ax. 

0.0 
.0 

DIMENSIONLESS RADIUS R 

0.4 0.6 0.8 

0.5 

0.0 
10 2 0 3 0 4 0 

RADIAL INDEX OF NODE POINT 

50' 

Fig. 3 Diagram i l lustrat ing the t ransformat ion f rom numerical coordi ­
nates to physical coordinates by compar ing numerical and physical tem­
perature profiles 

is the value of n when TMY.U reaches the observed (input) center-
line temperature. Second, a new set {$,„} is calculated using 
equation (8). Then the temperature field is reinitialized to the 
values at x — 0 and computations are resumed using equation 
(65). 

I t was found that the program converged monotonically to 
stationary values of Ax and {<£,„} in about six iterations. 
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Fig. 4 Graetz temperature prof i le. The points calculated f rom the Graetz 
so lu t ion are indicated by the crosses. The sol id l ine represents the pro­
file calculated numer ica l ly by the method developed in this study. 

After satisfactory convergence on Ax and cf>„, is achieved, the 
velocities may be obtained by solving equation (4) for u: 

aPAx 

(roR,„Ayy 

nR,r 

aPAx 

-H1)! 

(9) 

(9a) 

A more detailed discussion of the computer program is given 
in reference [8], which also contains a FORTRAN listing. 

Test of the Numerical Method 
The program was written so that the velocity profile can be 

calculated if a temperature profile is input or a temperature 
profile can be calculated if a velocity profile is input. The pro­
gram was tested by comparing the results of a temperature-
profile calculation to the classical Graetz solution. Fig. 4 shows 
a temperature profile calculated from the Graetz solution using 
eigenfimctions and derivatives published by Brown [9]. The 

0 . 6 

DIMENSIONLESS 

0 . 0 

Fig. 5 Veloc i ty prof i le calculated f rom the Graetz temperature prof i le . 
The calculated points are indicated by the crosses. The parabol ic prof i le 
assumed in the Graetz solut ion is g iven by the sol id l ine. 

temperature profile calculated by the Graetz solution is indicated 
by the crosses shown in the figure and the profile calculated 
numerically is indicated by the solid line. Fig. 5 shows points on 
a velocity profile calculated from the Graetz temperature profile 
in Fig. 4. The parabolic velocity profile assumed in the Graetz 
solution is indicated by the solid line in the figure. 

The numerical method was tested further by calculating a 
temperature profile for a highly distorted velocity profile by 
Kays' method. Then the method developed in this study was 
used to retrieve the velocity profile from the temperature profile. 
The assumed velocity profile and the results of the set of calcula­
tions are shown in Fig. 6. 

From the results of the calculations just cited, it was con­
cluded that the numerical method developed in this study would 
retrieve velocity profiles of reasonable accuracy from the tem­
perature profiles developed in either Newtonian or non-Newtonian 
flow. There are undoubtedly many ways in which such informa­
tion can be used. For example, if the velocity gradient at a tube 
wall is known and the axial pressure gradient is known (or can 
be measured), an apparent fluid viscosity at the tube wall may 
readily be calculated. Such explorations are, however, outside 
the scope of this paper. 

Requirements on Data Accuracy 
I t is seen from Fig. 1 that large variations in the velocity profile 

produce relatively much smaller variations in temperature. I t is 
clear that the determination of velocity profiles from temperature 
profiles imposes stringent requirements on the accuracy of the 
temperature data. Estimates have been made of the effects of 
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Fig. 6 Veloc i ty prof i le calculated f rom a perturbed temperature prof i le . 
The temperature prof i le was calculated numer ica l ly by Kays ' method for 
the veloci ty prof i le indicated by the so l id l ine . The crosses represent 
the ve loc i ty prof i le retr ieved f rom the temperature prof i le . 

errors in temperature measurements on the calculated velocity 
profiles. The errors considered were errors in temperature mea­
surements as affected by sensor location, errors in radial temper­
ature gradients, errors in wall temperature measurements, and 
(lie effect of variable thermal diffusivity. These studies are 
discussed next. 

An estimate of the effect of small errors in temperature mea­
surement on the calculated velocity may be made by assuming 
the errors to be small enough to linearize the equations. The <f>m's 
in equation (iib) will be assumed to be zero. Rather than perturb 
the temperature 7'„, that is associated with a radius R„„ assume 
that an error exists in the measurement of R,„. Standard tech­
niques of differential calculus may be applied to equation (9) to 
obtain 

According to equation (10), an error of 0.01 in the value of Rm 

would introduce an error in u,„ of about 2 percent near (he tube 
wall or an error of 4 percent at a point midway between the 
tube wall and the center line. As R,„ approaches the center line, 
tlie error in um increases without limit. 

An analysis similar to that just cited may be used to estrimate 
tlie effect, of an error in the radial temperature gradient. Assum­
ing that the given temperature at R,„ is correct, it. has been shown 
[8] that 

1_ j>u,„ 2_ 

</,„ d(dT/dR) ~~ dl'/dR 

I 6 0 r 

' 1.0 0 .8 0 .6 0.4 0 . 2 0 . 0 

DIMENSIONLESS RADIUS R 

Fig. 7 The effect of errors in w a l l temperature on the ve loc i ty prof i le ca l ­
culated f rom a temperature prof i le 

Again, the effects of errors are least significant near the tube 
wall, where the temperature gradient is the greatest, and again 
the error in u,„ increases without limit near the center line of the 
tube, where the temperature gradient, goes to zero. 

The greatest uncertainty in tube-wall temperature measure­
ment would probably be at the junction between the heated and 
the unhealed portions of the tube. The temperature difference.-
to be measured are smaller there and the effects of axial conduc­
tion in the tube wall would cause greater uncertainty in region 
of large axial temperature gradients. A study was made to asses.-
the effect of error in wall-temperature measurement: at the up­
stream end of the heater on the calculated velocity profile. Fig. 
7 illustrates that, study. A radial temperature profile was calcu­
lated by Kays' method for the parabolic velocity profile indicated 
by the solid line in the figure using the wall temperature indi­
cated by the solid line in the inset. Then velocity profiles were 
calculated using the Kays' radial temperature profile and two wall 
temperafure profiles; the original profile and a perturbed profile. 
The velocity profile calculated using the original wall temperature 
is indicated by the circled points in Fig. 7; that calculated using 
the perturbed wall temperature profile (indicated by the dashed 
line in the inset) is indicated by the crosses in the figure. Fig. 7 
indicates that errors in wall temperature at tire heater inlet 
would change tlie calculated velocity profile approximately by a 
scale factor. The form of the calculated profile is not modified 
significantly. 

The possibility that the increase in thermal diffusivity with 
increasing temperature may modify the temperature profile was 
considered. According to data published by Eckert and Drake 
[10], the thermal diffusivity of water increases by about 0.3 
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Fig. 8 Curves show ing the result of inc luding the change of thermal dif-
fus iv i ty w i t h temperature on temperature profiles calculated by Kays ' 
method 

percent, per degree Celsius near room temperature. The computer 
program written to calculate temperature profiles by Kays' 
method was modified to account for thermally induced changes 
in thermal dif'fusivity. The results of a set of computations, 
shown in Fig. S, indicate that the effects of thermally induced 
changes in thermal dif'fusivity may be neglected for small tem­
perature differences. (The use of large temperature differences 
is impractical in any case because the attendeut viscosity changes 
could invalidate assumption 0, that the velocity profile remains 
constant.) 

Conclusions 
It has been shown that it is possible to calculate velocity pro-

tiles from the temperature profiles that develop in steady, fully 
developed, axisynimetric laminar flow. It is also possible, using 
the same assumption, to calculate the temperature profile, 
given any arbitrary, nonzero axisymmetric velocity profile. The 

new method has successfully retrieved parabolic velocity profiles 
from temperature profiles calculated from the Graetz solution. 
It has also retrieved highly distorted velocity profiles from tem­
perature profiles calculated numerically by Kays' method. The 
new method of calculating temperature profiles has been tested 
against both the Graetz solution and Kays' numerical method. 
Acceptable agreement was obtained in each case. 

A technique for using continuously varying grid sizes is in­
herent in the new numerical scheme. It is felt that there are 
many candidate applications for this differencing scheme and 
that it is a useful contribution to numerical science. 

A study was made to estimate the effect of various experimen­
tal errors in temperature measurement on the calculated velocity 
profile. From this stud}' it was concluded first that it will be 
difficult l,o measure velocities accurately near the center line of 
the tube by this method. A second conclusion is that accurate 
radial location of the temperatures is required to obtain good re­
sults. A third conclusion is that experimental apparatus should 
be designed to produce a steep temperature gradient, with the 
amount of heating at the center line just great enough to measure 
accurately. This means that, in order to measure low fluid 
velocities, the heater section should be as short as possible and 
still be consistent with the assumption of negligible axial con­
duction in the fluid. 

It was found that assumed errors in tube-wall temperature 
measurement at the entrance to the heater section changed the 
calculated velocity profile approximately by a scale factor. The 
form of the velocity profile was not changed significantly. It was 
also found that, in water, at least, the effect of neglecting the 
change in thermal diffusivify with temperature had a very small 
effect on the calculated temperature profile. It appears then 
that the assumption of constant thermal diffusivity is justified. 
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Effect of Uniform Suction on Laminar Film 
Condensation on a Porous Vertical Wall 
The problem of film condensation on a porous wall has been solved, by a boundary layer 
treatment A dimension-less suction velocity parameter fi, which is proportional to the 
uniform suction velocity vw and 1/.llh the power of longitudinal coordinate (x114), is 
defined to characterize the process. The results are restricted to small values of f3, as the 
solutions are given by power series expansion in- 0. The effects of uniform suction on 
heat transfer, condensation rate, film thickness, and velocity and temperature profiles 
are demonstrated through various examples. In general, uniform suction causes n 
substantial increase of heat transfer and condensation rate, especially at low' subcooling 
and at high Prandtl numbers. The problem involves three governing parameters: sub-
cooling, Prandtl number, and suction velocity. Comparison with the previous work of 
Jain and Bankoff is discussed. 

Introduction 

I HE theory of gravity-induced laminar film conden­
sation on a vertical wall has been studied for many years. The 
original analysis, as given by Nusselt in 1916, consisted of simple 
force and energy balances within the condensate film. The ef­
fects of inertia forces, energy convection, and interfacial shear 
were neglected. The pioneer work of Nusselt has been improved 
over the years by Bromley [ l ] , 1 Rohsenow [2], and Chen [3], 
etc. These analyses were based on the integral equations of 
momentum and energy. In 1959, Sparrow and Gregg [4] re­
formulated the problem in terms of boundary layer theory. They 
introduced a similarity transformation which permitted an exact 
solution for the condensate, including both convection and 
inertia. This approach was further improved upon by Koh, 
Sparrow, and l iar tnet t [5], who included the interfacial shear and 
solved the combined boundary layer equations for the vapor and 
the condensate by a similarity transformation. 

The foregoing analyses have been carried out under the condi­
tion that the vapor is condensed on a solid surface. No mass 
transfer occurs at the solid-liquid interface. The case in which 
the vapor condenses on a porous wall presents an interesting engi­
neering problem. By maintaining a pressure difference across 
the porous plate, a portion of the condensate can be sucked out 
of the system, resulting in a thinner film on the wall. Since the 
heat transfer rate is governed by the film thickness, suction can 
therefore increase the heat transfer rate considerably. Further, 
sucking off a portion of the condensate from the liquid film may 
serve to control the film thickness and to prevent transition from 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

Winter Annual Meeting, Los Angeles, Calif., November 16-20, 
1969, of T H E AMERICAS SOCIETY OF MECHANICAL ENGINEERS. 
Manuscript received by the Heat Transfer Division, Mav 14, 1969. 
Paper No. 69-WA/HT-14. 

laminar to turbulent How, which is desirable in many engineering 
processes. Only two analyses of condensation on porous sur­
faces have been reported. Jain and Bankoff [6] considered con­
densation at a vertical wall and Frankel and Bankoff [7] studied 
condensation on horizontal tubes. The method employed by 
Bankoff, et al., is an extension of the perturbation method de­
veloped by Chen [3] based on the integral equations. The suc­
tion velocity was combined with the subcooling term to form a 
new perturbation parameter. The complete solution was ob­
tained in terms of a double perturbation expansion. Their final 
results depend on the subcooling parameter, suction velocity, 
Prandtl number, and the longitudinal coordinate. 

This paper presents a different analytical method for deter­
mining the effects of suction on heat transfer and flow characteris­
tics. The condensate is treated as a boundary layer flow. The 
differential boundary layer equations are solved and the final 
results show that the subcooling, Prandtl number, and a climen-
sionless suction velocity defined in this paper are the governing 
parameters. 

Analysis 
A schematic diagram of the physical model and coordinate 

system is shown in Fig. 1. A porous vertical flat plate is main­
tained at constant temperature Tw. In contact with one side of 
this plate is a pure vapor at its saturation temperature Ts. The 
plate temperature is lower than the saturation temperature and 
therefore condensation occurs on the wall surface. Due to the 
pressure difference maintained across the wall, a portion of the 
condensate is sucked out through the wall. The suction velocity 
vw is uniform along the wall. The remaining condensate forms a 
continuous laminar film flowing downstream. 

The equations expressing conservation of mass, momentum, 
and energy for steady laminar flow in the liquid layer on a vertical 
wall are as follows [4]: 
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The boundary conditions are: 

« = 0, v = vw, 

du 

£>.</ 
= 0, 

T = T, 

T = 7' 

at ;/ = 0 

at u 

(1) 

(2) 

(3) 

(4) 

The fluid properties and the suction velocity are assumed con­
stant. The liquid-vapor interfacial shear is neglected in the 
present analysis. I t has been shown that the effect, of inter­
facial shear is negligible for Prandtl numbers greater than unity 
and is significant onby for liquid-metal witli large film thickness 

A stream function which satisfies the continuity equation is 
defined as 

i/' = 4i'cx1/,f(i], 0) — vlcx 

where 

r, = CIJX " 

0 = vy/*/a> 

c = [g(p _ pv)/4v'p\
1/' 

Also, a dimensionless temperature is defined 

(()) 

e = {i\ - T)/(TS - TW) 

It is noted that r, and 0 are the conventional similarity variables 
in laminar film condensation, C is a dimensionless constant, and 
0 is the newly defined suction velocity parameter. The parameter 
0 assumes negative values for suction, as vw is in the negative 
direction according to Fig. 1. In terms of the new variables, the 
conservation equations (1-3) are expressed as follows 

03/ 

dyf 

02/' 
3/' — -
' dt 

+ 1 

a -

02ft dd 
+ 3Pi7'—- + JSPI 

Or;2 * Or; 

Of 02/ 

op o?f 

Of dd 

0/3 Oil 

+ • 

<y 
dr/ 

Of 'd'tf 
i)( d0dr 

dd 

d0 

+ 

dd 

d-q 

02/ 

d?;2 

\ 
) 

(.7) 

(8) 

When 0 is zero the foregoing equations reduce to those for a solid 
wall [')]. The boundary conditions are: 

Of 

dV 
'% + » = 1 at r, 0 

02/ 

d^ 

(9) 

= 0, = 0 at v = 'i]s 

where the dimensionless film thickness is denoted as rjj. 
Since the solution is not similar for the present case of uniform 

suction, equations (7-8) are solved by a series expansion 
method. The reduced velocity and temperature variables are 
expanded in series: 

f(v, P) = Mv) + PMv) + PMv) + • 

d(r,, 0) = do(v) + 00^) + 0>d.i(v) + 

(10) 

( 1 0 

Substituting the series into equations (7-8) and equating like 
powers of 0, yields the ordinary differential equations governing 
the functions/.-C?) a " d #;(??)• The results of the first four ap­
proximations are: 
Zeroth approximation: 

/<»'" + W o ' - 2/o'2 + 1 = 0 

ft,/' + 3 P r / A ' = 0 

First approximation: 

JY" + W i " - '\IVfY + 4/u"/ , - Jo" 

BY' + Pr(3/oft,' - /o'ft, + 4/,ft/ - ft/) 

Second approximation: 

JY" + % " - 0/</// + ojV'JY' - 3//2 + 4/,/i" - / / ' = 0 (16) 

ft/' + Pr(3/„ft2' - 2jve, + 4fA' + r>f,d0' - BY - .fi'fti) = 0 
(17) 

0 

0 

(12) 

(13) 

(14) 

(15) 

-Nomenclature-

/',. = 

Ku 
Pr 

[g(p — pv)/Avip]'' *, dimensionless 
parameter 

heat capacity at constant pressure 
dimensionless velocity variable, 

equation (6) 
acceleration due to gravity 
q/(Ts — Tw), local heat transfer 

coefficient 
latent heat of condensation 
thermal conductivity 
condensation rate, equation (30) 
hx/k, local Nusselt number 
Cpix/k, Prandtl number 

T = temperature 
a = longitudinal velocity 
v = normal velocity 
x = coordinate measuring distance 

along wall from the leading edge 
IJ = coordinate measuring distance 

normal to wall 
a = thermal diffusivity 
0 = v^pY^/cv, suction velocity parame­

ter 
8 = local film thickness 
f = cp(T3 — Tw), subcooling parameter 
)j = cyx ~ '•/,

l dimensionless variable 

9 = (7's — T)/(rl\ — Tu), dimensionless 
temperature 

p. = viscosity 
v = kinematic viscosity 
p = density 
i// = stream function, equation (6) 

Subscripts 

i = sth a])proximation (i 
2, ...) 

s = saturation state 
v = vapor 

w = wall 

= 0, 1, 
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Third approximation: 

/:,'" + 3/0/3" ~ V«'JV + 6/0"h + \f\fc" 

+ 0/2/1" - 7/i'/2' - / a " = 0 (18) 

ft" + Pr(3/oft' - 3/„'ft + 4/,ft ' + r>/2ft' + 6/360' - 2/,'ft 

- / • / f t - ft") = 0 (19) 

The corresponding boundary values are found by applying the 
boundary conditions (!)): 
At -q = 0 

/,• = 0, / , ' = 0 a = 0, i , 2, 

ft = 1, #, = 0 (1 = 1,2, . 

at 17 = r;s 

./',' - 0 (•'• = 0 , I , 2 , 

(20) 

(21) 

It now only remains to determine the film thickness 175. This 
is done by requiring that energy be conserved at the interface. 
Such an energy balance yields 

k 
* Jo " udji — pi'w = 0 

The first term in the foregoing equation is the heat conducted 
away into the liquid, while the second term represents the energy 
liberated as latent heat. Using the similarity variables and the 
series solutions, equation (22) yields the following expression: 

~ T = — [ — /3/4 + / „ + j8/, + $\h + . 

|ft'/3 + /36V/4 + /?2ft'/o + /336V/6 + 

(23) 

Thus the film thickness is determined by the fluid properties 
(cv, Pr, and hftl), subcooling (AT), and the suction velocity (j3). 
The present problem therefore involves these parameters. 

For any preassigned values of Pr, /3, and rjj, the momentum 
and energy equations (12-19) can be solved simultaneously to­
gether with their boundary conditions (20-21). The value of 
the subcooling parameter (cllAT/h/(lPr) corresponding to the pre­
scribed Pr, (3, and TJJ is then computed from equation (23). 

Discussion of Results 
Heat Transfer. Once the boundary layer equations are solved, 

the heat transfer can be determined by the following equations: 

Nu/'cxs/l = - [ f t ' (0 ) + )3ft'(0) + j820,'(O) + ] (24) 

where 

Nu = lix/k 

h = fc(d7'/dy)l/_o/(j''» - T w) 

(2o) 

(26) 

An alternate form which was used in reference [5] provides a 
more convenient representation for the Nusselt number: 

Nu 
lvk(T, - 7'J ~ 

_ (l(P - P,)x:'h/U _ 

[cP('J\, - r„,)l 
L A/„Pr J 

(ft'(O) + ^ft'(O) + /^ft'(O) + 

(27) 

I t is seen that there are two parameters governing the heal 
transfer: suction ((3) and subcooling (cpAT !hf(1Pv). Since suc­
tion reduces the film thickness it consequently results in an in­
crease of heat transfer rate, as one expects. However, subcooling 
produces two opposing effects. It increases the film thickness 
and, in turn, results in a decrease of heat transfer. On the other 
hand, a larger thermal potential difference exists with subcooling 
and therefore yields a higher heat transfer rate. The net effect 
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Fig. 3 Effect of uniform suction on heat transfer at Pr ~ 10 

on heat transfer depends on the relative order of each effect am 
is demonstrated in Figs. 2 to 5 for four Prandtl numbers. 

The effect on fluids with high Prandtl numbers is shown ii 
Figs. 2 and 3 for Pr = 100 and 10, respectively. At smalle 
values of (cpAT/h,riPr), heat transfer is reduced by subcooliiif 
and the reduction is enhanced by suction. Since the film is thii 
at low subcooling, the heat transfer is very sensitive to suction 
For a given subcooling, considerable increase of heat transfe 
can lie achieved by suction. For example, at (cpAT /hftPv) ~ 
0.01 and /3 = — 0.0;"), the increase of heat transfer is about IS.' 
percent for Pr = 100 and 64 percent at Pr = 10. At large 
values of (cpAT /h/aPr), heat transfer is increased with subcooling 
This is due to the fact (hat the rate of change of film thicknes: 
(thermal resistance) becomes slower at high subcooling. (Sci 
Fig. 9, to be discussed later.) Again, in this region suction pro 
duces a considerable gain of heat transfer. The minimum poin 
of these Nusselt number curves represents a balance between tin 
opposing effects due to subcooling and suction. It is at thi: 
minimum point that suction has the smallest effect on heat trans 
fer. 

The heat transfer results in fluids with low Prandtl number: 
are shown in Figs. 4 and o for Pr = 1 and 0.03, respectively 
The numerical solutions were restricted to small values 0 
(cpAT lh!g) (i.e., thin film), because the inlerfaeial shear forci 
was neglected in the present analysis. As seen in Figs. 4 and a 
subcooling results in a decrease of heat transfer for all cases. Tin 
rate of decrease of heat transfer is significantly higher with sue 
tion at small values of subcooling. A further increase of sub 
cooling reduces the sensitivity of heat transfer to both subcooliiif 
and suction. No minimum point on the Nusselt number curve 
was obtained for Prandtl numbers less than unity. 
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temperature Velocity and Temperature Profiles. The velocity and 
profiles are of interest since they describe the detailed manner in 
which the flow and heal transfer are affected by suction. In 
terms of the new variables, the velocity components can be ex­
pressed as follows: 

u/[4g(p - p t ) . iop] ' " = /„ ' + fS/'i' + (i-JV + (28) 

<.,w\: n ^ 0 . - . 
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Fig. 7 Representative normal velocity profiles at Pr = 10, cPi\T/h{y = 
1.8 
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Fig. 8 Representative temperature profiles at Pr — 10, CpAT/hfy — 1.8 

()?./V - :s/„) + |3(7?/,' - 4/i) 

(29) 

Some representative profiles at Pr = 10, cpL\T/hfll = 1.8 are 
shown in Figs. 6 to 8. The distribution of the longitudinal 
velocity, equation (28), is plotted in Fig. 6 for four suction 
velocities. The condensate velocity, and therefore the con­
densate flow rate in the film, is reduced by suction. The normal 
velocity distribution is more informative and is shown in Fig. 
7. Contrary to the longitudinal velocity, the normal velocity is 
increased significantly by suction. For example, at r\ = 0.15, the 
normal velocity, vx'^/cv, is —0.2643 at j8 = 0 (solid wall) and is 
— 0.4!61 at fi = —0.4306. The increase of the normal velocity 
contributes considerably to the convective heat transfer across the 
film, as indicated by the temperature profiles shown in Fig. 8. 
At (3 = 0 (solid wall), the temperature profile is nearly a straight 
line, implying that conduction dominates and convection plays a 
small role. With the increase of suction, the effect of convection 
is felt more strongly and the departure from the straight line 
profile is greater. The temperature gradient at the wall reveals 
that conduction through the wall also increases with suction as a 
result of the reduction in film thickness. 

Film Thickness and Condensation Rate. Since the film thickness 
plays an important role in heat transfer, it is interesting to ex­
amine the change of the thickness due to suction and subcooling. 
Representative curves are shown in Fig. 9 for Pr = 10. For all 
cases, film thickness increases with subcooling and decreases with 
suction. The thickness strongly depends on suction at low sub­
cooling and is relatively unaffected at: high subcooling. This 
explains the heat transfer behavior discussed previously. 
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Fig. 9 Effect of uniform suction on film thickness at Pr — 10 

The total condensation rate is readily obtained by applying 
the conservation of mass over a length ,r, 

pudy — I pi',„d.c (30) 
0 J o 

In terms of the dimensionless variables, this becomes 

mp = ifxcx^Vo + /3/i + 13% + /3/4]„4 (31) 

The effect of suction on the condensation rate is shown by the 
following expression: 

" - • - [ -0 /4 /0 + 1 + iS/.'/o + fPh/k + ] , , (32) 

liquation (32) is plotted in Fig. 10 for Pr = 10. The effect of 
suction on total condensation rate increases with suction and 
decreases with subeooling. The increase of total condensation 
rate with suction is expected, since suction provides an additional 
driving force for vapor moving toward the porous wall, which is 
essentially a mass sink. This effect is surprisingly large for a thin 
film and decreases rapidly as the film grows thicker. 

Comparison With Previous Work 
The only work on condensation along porous surface was re­

ported by Jain and Bankoff in reference [6]. Jain and Bankoff 
solved the boundary layer equation in modified integral form by 
a perturbation method developed by Chen [3]. The method con­
tained a double power perturbation series in a and f, defined as 
follows: 

" lg(p - p„)/0(7', - 7'J'J 

f = c(7', - 7',„)//t/„ (34) 

where / is an arbitrary length and 7', the interface temperature, 
which is the saturation temperature in this case. An alternate 
form of equation (33) is 

a = f3(Pr/nV'< «5) 

It is known that the physical process of laminar film condensation 
on solid surface is governed by two parameters: the Prandtl 
number and the subeooling term, ct,(l\ — 7'„)//i /0. For a porous 
surface with uniform suction, the suction velocity is then in­
cluded as an additional parameter, so that individual effect can 
be examined. However, in reference [6] the subeooling term, the 
Prandtl number, and the suction velocity are all contained in a 

C p A / h j j P r 

Fig. 10 Effect of uniform suction in total condensation rate at Pr = IC 

single parameter a. I t seems that the physical effect of suction 
cannot be adequately indicated by this parameter a. In thi 
present work only the suction velocity is contained in flu 
parameter /3. The effect of suction can therefore be separatee 
from the effects of subeooling and Prandtl number as shown ii. 
Figs. 2 to 10. 

Since both a and f are used as the perturbation parameter ii: 
reference [0], their solutions are good only for small values of a 
and f. Their computations were performed over a range 0 < 
a < 1 and 10~5 < f < 10_1. For the present work the subcoolinp 
term f is not a perturbation parameter and has no restriction 01 
its range. The computations were extended to f = 300, 10, and 
0.6 for Pr = 100, 10, and 1 as shown in Bigs. 2 to 4, respectively. 
Since the suction velocity (3 is still a perturbation parameter, the 
present results can be applied only to small values of (3. The 
rapidity of convergence determines the upper limit of /3. The 
computations covered the range 0 < /3 < 0.25 for heat transfei 
and were extended to j8 < 0.5 for the representative curves of tin 
velocity and temperature distributions and the film thickness 
However, the applicability of fi in this work is much broadei 
than that of a in reference [6], as indicated in equation (35) 
Taking Pr = 1, f = 10"4, and 0 = 0.25, it gives a = 250. This 
is 250 times higher than the upper limit of ce in reference [6]. 

As a final remark, it is pointed out that the final results ii. 
reference [6] are given in terms of four parameters: Pr, a, f, ami 
.V, where X = x/l. In this work the dependence of the longitu­
dinal coordinate x is implicitly contained in the suction velocity 
parameter /3, equation (6). Therefore, the final results only de­
pend on the three basic parameters: Pr, /3, and f. 
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Emittance of Oxide Layers on a 
le ta l Substrate 
The variation of total normal emittance as a function of oxide thickness on a metal sub 
strate is investigated experimentally for ATAI2O3 and Cu-CuO systems. The measure­
ments are made using a comparative black-body technique. Over the range of aluminum-
oxide thicknesses investigated (1.2/x-86.4n) the total normal emittance varies from 0.1 5 •-
0.92 for a sample temperature of 96 deg C. With a cop per-oxide thickness range from 
1.2y.-5.6fi, the total normal emittance varies from 0.09-0.81 at 96 deg C. An analytical 
solution to the foregoing problem is formulated and the total normal emittance of the 
anodized aluminum samples is computed. Although the theoretical values arc lower 
than the measured values, the effect of increasing oxide thickness on emittance is similar. 

Introduction 

I HI-; VARIATION of emittance and solar absorptanee of 
surface coatings has received considerable attention. Interest 
has been stimulated by applications to solar energy collectors 
and space vehicles. Research is being conducted to find a surface 
giving a high solar absorptanee and low infrared emittance for 
solar heaters and the opposite—low solar absorptanee and high 
infrared emittance for space radiators. There are of course 
many systems in which radiation heat transfer can play a key 
role. In some of these the surface is contaminated by an oxide 
layer whose thickness increases with time. 

One of the earliest investigations of the variation of total nor­
mal emittance of a surface covered by oxide layers of different 
thicknesses was by Edwards and Taylor [ l ] .2 They investigated 
aluminum-aluminum oxide samples at 37.8 deg C with oxide 
thicknesses up to 10,9,u. They found that the emittance in­
creased linearly with thickness of the oxide to about 2.03/j. 
Weaver [2], searching for a good space radiator, measured the 
total hemispherical emittance of aluminum oxide ranging to 2o/i 
in thickness at a number of temperatures. Weaver found the 
emittance, in general, to increase with oxide thickness and to de­
crease with increasing temperatures. Hass, Ramsey, Triolo, 
and Albright [3] measured total normal emittance and total 
hemispherical emittance of aluminum-aluminum oxide systems 

1 Presently, Engineering Research Division, E. I. Dupont de Ne­
mours & Co., Wilmington, Del. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

Winter Annual Meeting, Los Angeles, Calif., November 16-20, 1969, 
of T H E AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript, 
received by the Heat Transfer Division, January 2, 1969, revised 
manuscript received, June 12, 1969. Paper No. 69-WA/HT-4. 

at 2(1 deg C with oxide thicknesses to 2.5^. They found the 
emittance to increase essentially linearly over this thickness range. 

Hottel and Unger [4] determined the total emittance of various 
thicknesses of cupric oxide on shiny aluminum surfaces and 
Kokoropoulos, Salam, and Daniels [o] determined the total 
normal emittance of cupric oxide and cobalt oxide on shiny 
silver, nickel, and platinum substrates. Both studies found the 
total emittance to increase with increasing oxide thickness. 

The present study includes the measurement of the dependence 
of total normal emittance on the thickness of oxide layers on a 
metal substrate for aluminum-aluminum oxide (A1-A1203) S3rstems 
and copper-copper oxide (Cu-CuO) systems. The thickness of 
the AI0O3 layers range from 1.2-86.4/x while the thickness of the 
CuO layers range from 1.2-5.6/u. 

Measurements are also reported for the dependence of total 
directional emittance on the thickness of oxide layers on a metal 
substrate for the AI-AI2O3 systems. In addition, theoretical 
calculations of total normal emittance of A1-A120:| systems are 
performed and compared to the experimental results. 

Test Apparatus. The test apparatus, Rig. 1, is essentially the one 
described in detail in [6]. An abbreviated description is included 
herein to indicate possible sources of errors and to aid in the 
understanding of the present tests. The key element is the 
radiometer, in which radiant energy entering the aperture (a) is 
collected by a 12.70 cm dia gold surface mirror (b) and directed 
to a thermopile (c), which, in turn, is connected to a galvanometer 
(d). The test sample is held tightly against an electrically heated 
copper plate which is rigidly mounted in the back of the guard 
with a fixed sample holder (e) for total normal emittance mea­
surements. For total directional emittance measurements, the 
sample is attached to a copper heater plate which is free to rotate 
about an axis as shown in (T). A radiation reference is provided 
by the black bod\" (g). The black body and the test sample tem­
peratures are controlled by varying the electrical power input to 
individual heaters. A double walled container, (e) or (f) has 
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inner and outer walls coated with a black paint of high absorp­
tivity. Cooled water flows through the double-wall creating a 
.•surrounding with well-defined temperature and radiation charac­
teristics. A cylindrical opening in the guard permits the radi­
ometer to view the test sample. In addition, an opening in a 
cylinder (3.18 cm in dia and 11.43 cm long) in the guard fh) 
acts as a black body at the surrounding guard temperature. 

After steady-state conditions have been reached, the radiometer 
is sighted through the aperture (i) on the test surface and the two 
black bodies (g) and (h). The resulting galvanometer deflections 
are recorded. These readings in conjunction with the corre­
sponding temperature measurements allow the calculation of the 
total directional eniittance of the sample from the relation, 

With the assumption, 

e, = 1 - P, 

(7, = /Me,(7'/ - 7'/) + 7'/) 

( • • ) ) 

(fii 

Substracting equation (4) from equations (2) and (0) and com­
bining the two resulting expressions, 

TV - 7',A 0 
7V - T, G,, - (I, 

- T, 

A., - A„ 

A,, — A„ 
d) 

The radiation (luxes G can be related to the temperature of the 
thermopile when viewing the various surfaces. Assuming the 
radiation loss factor (from absorption in the air and at the gold 
mirror) and the extraneous heat losses and gains of the thermopile 
are the same during each reading, 

A brief derivation (from [0|) of this equation seems appropriate 
here. The radiative energy flux leaving the black body at tem­
perature Tj, and arriving on a unit area of the thermopile is deter­
mined by the solid angle intercepted by the two diaphragms 
ahead of the thermopile and is designated as (I,,. 

O. ~ Gg 

Gh - G„ 7 V T, 

47V/(7 ' / s - T„) 

AT,/(Tth - 7',/) 
(SI) 

Fal',; C>) 

The thermopile galvanometer reading Ay is proportional to the 
difference between the thermopile exposed surface temperature 
(7',) and its rear surface temperature (7'*). 

When the radiometer is sighted on the various surfaces, the 
readings are 

Similar expressions may be written for the test sample at tem­
perature 7/ and small black body in the guard surface at 
temperature 7'„ and are designated as (V, and 6-',, respectively. 

(!, = / 'Vie/ / ' / + p / / y i 

<7„ - /<V7'„! 

0',) 

(4.) 

&t = K(T „, - 7'*) 

A,, = AT/',, - T*) 

A„ = K(T„. - T*) 

(101 

( I I I 

where A' is a constant. 

-Nomenclature-

A = defined in expression following 
equation (20) 

li = defined in expression following 
equation (20) 

I) = defined in expression following 
equation (20) 

<l\ — oxide film thickness 
li = defined in expression following 

equation (20) 
r = emissive power 

n\ = monochromatic emissive power of 
black body 

/'' = shape factor determined by dia­
phragms ahead of thermopile 

Gj = radiative energy flux arriving at 

thermopile when viewing,/ 
f/i = defined in expression following 

equation (20) 
iji = defined in expression following 

equation (20) 
lh = defined in expression following 

equation (20) 
h-i = defined in expression following 

equation (20) 
i = radiation intensity emitted in a 

given direction 
),, = radiation intensity of a black body 
ii>\ = spectral radiation intensity of a 

black body 
ht\ = sj)ecti'al radiation intensity in nor­

mal direction 
K = proportionality constant 
/• = absorption coefficient 
n — index of refraction 
•it = complex index of refraction 

(it - ik) 

It = 

/ • [ , , 

r„ = 

7',, = 

T, = 

'/'* = 

/„, = 

/,» = 

7i 

A ; 

net monochromatic reflectance of 
multilayer system 

Fresnel reflection coefficient polar­
ization parallel to plane of inci­
dence at interface of media 0 — 1 

Fresnel reflection coefficient polar­
ization normal to plane of inci­
dence at interface of media 0 — 1 

reflectance at interface of medium 

3 - 1 t<»./ 
absolute temperature of reference 

black body 
absolute temperature of exposed 

surface of thermopile when view­
ing surface/ 

absolute temperature of water-
cooled guard 

absolute temperature of test sam­
ple 

back (unexposed) side tempera­
ture of thermopile 

Fresnel transmission coefficient 
polarization parallel to plane of 
incidence at interface of media 
0 - 1 

Fresnel transmission coefficient po­
larization normal to plane of in­
cidence at interface of media 
0 - 1 

monochromatic absorptance for 
incidence from a given direction 

defined in expression following 
equation (20) 

deflection of galvanometer pro­
duced by thermopile when view­
ing 3 

phase change in beam traversing 

the film, 2irni<li/\ for normal in­
cidence 

t = t(6, 4>) — total directional eniit­
tance 

e„ = total normal emittance 
e„x = monochromatic normal emittance 

e„ = total directional emittance of test 
sample 

in, = total hemispherical emittance of 
thermopile 

ex = monochromatic emittance in a 
given direction 

6 = aziinuthal angle 
A = wavelength in microns 

jiii = defined in expression following 

equation (20) 
p, = total reflectance of test sample for 

diffuse incidence and reflec­
tion in a given direction 

Px = monochromatic reflectance for in­
cidence from a given direction 

a = Stefan-Boltzmann constant 
tf> = cone angle (to surface normal) 

4><> = angle of incidence 
(pi = angle of refraction 

Subscripts 

b = black body in general or ref­
erence black body in par­
ticular 

(I = guard or guard black body 
n = direction normal to surface 
s = test surface 

0, 1, 2 = medium 0, 1, or 2, respectively 
X = wavelength or spectral quan­

tity 
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Fig. 1 Test apparatus—overall view 

Substituting equations (9), (10), and (11) into equation (8) and 
combining with equation (7), 

7V - TJ A, - A„ 

T * — T i A, — A 
(12) 

The assumption e, = 1 — p, requires that the sample does not 
have a net transmittanee and strictly that the emittance does 
not depend on wavelength. Equation (6) is usually a good ap­
proximation even when the last condition is not fulfilled provided 
Ts is considerably smaller than T,. A knowledge of the spectral 
variation of absorptance is required [7] to calculate the error when 
using equation (12) directly. The results of such a calculation 
are described later. 

Theoretical Analysis. The theoretical analysis to determine the 
radiation properties of the oxide layer on a metal substrate is 
based on the Fresnel relations as presented by Heavens [8]. 
These relations give the reflection from and transmission through 
absorbing nonscattering (homogeneous) films with optically 
smooth surfaces in terms of the complex Fresnel coefficients. 
Heavens also presents an all-real-number expression for the re­
flection of an absorbing film on an absorbing substrate and it is 
this expression that is used in this stud}'. 

Fresnel derived expressions for the reflection and transmission 
of energy at a boundary separating two media (indicated by sub­
scripts 0 and 1). These expressions for the amplitudes of the 
transmitted and reflected vectors for a nonabsorbing (transparent) 
isotropic medium are [8] 

where r,,,, ru are the Fresnel reflection coefficients and (.,,>, d, are 
the Fresuel transmission coefficients. The components of polar­
ization are represented by p for the vector parallel to the plane of 
incidence and s for the vector normal to the plane of incidence. 

Although the prime interest of the present study is the reflec­
tance of a single absorbing layer on an absorbing substrate 
further insight to the physical process can be gained by next ex­
amining the terms in the expression for the reflectance of a non-
absorbing film bounded on both sides by nonabsorbing media. 
A beam incident on the film is divided into reflected and trans­
mitted parts. Such division occurs each time the beam strikes 
an interface so that the transmitted and reflected beams are ob­
tained by summing the multiply reflected and multiply trans­
mitted elements. For the case of the single layer, the summation 
is easily effected and the net reflectance R of the system can be 
shown to be 

r,2 + 2>v2 cos 25, -(- r2
2 

1 + 2r,r.> cos 25! + )',2r2
2 (17) 

where equations similar to (13) or (15) could be used for r, and r2. 
Expressing R in terms of the refractive indexes, where the 

Fresnel coefficients reduce for normal incidence to 

n0 
ni 

"0 + iii 

1li — >H 

ra, + n2 

(18) 

gives 

«o cos <pi 111 COS <po 

no cos <fii + ni cos f/>0 

2?i0 cos <po 

ti, = 

n0 cos 4>i + ni cos 4>0 

IID cos 4>n — ni cos <f>i 

«o cos 4>o + ni cos r/>i 

2n0 cos (J>D 

na cos $0 + >H cos (f>i 

(no2 + re,2)(re,2 + »2
2) - 4wt,2ra2

2 + (no* - re,2)^,2 - n2*) cos 25, 

(no1 + »,2)(»i2 + n-,2) + -iimihh + (n„2 - ?t,2)(rt,2 - n2
2) cos 25, 

(19) 

(13) 

(14) 

(To) 

(16) 

For nonabsorbing media this expression is readily evaluated. If 
the film or substrate or both are absorbing, the values of «, and re2 

need to be replaced by the complex index of refraction n = n — ik. 
The system considered in this paper involves an absorbing 

oxide film on an absorbing substrate bounded by air as shown in 
Fig. 2. For this system, the net reflectance (cf, Heavens [8]) is 

P - (ffi3 + fe,2)c>' + {(h1 +' )h2)e^'1^ + A cos 2y, + B sin 2ji 

'" ~~ e2"' 4- (cji2 4- /t,2)(f/2
2 + /i2

2)e^2"i 4- E cos 27, -j- D sin 2y, 

(20) 

where 
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Fig. 2 Absorbing film on an absorbing substrate 

A,2 

Mi 

(«0 + Ml) 

n ,2 — n-i-

(«i + n-,) 

2 T T M I 

X ' 

+ kr "' 

- A'!2 - A2
2 

+ (fci + A-2)
2 

27TH1d1 
71 = ~T 

_ 2 W > ' l 

(><(, + ?»i)2 + kr 

2(ntki - «,>A>) 
/ i , = 

(«, + « , ) 2 + (/u + A--.)2 

_1 = 2(</,(h + liA) II = 2(gju - (j-Jn) 

E = 2(glgi - Ihhi) 1) = 2((hh., + gJn) 

From conservation of energy, if (here is no net transmission, 

P\ + a\ = 1 (21; 

The monochromatic absorptance (ax) and emittance (ex) are re­
lated bv Kirehhoff's law 

ax = ex (22) 

By combining equations (21) and (22), 

ex - 1 ~ PX (23) 

Taking the monochromatic reflectance px = R one finds 

ex 1 - R (24) 

The monochromatic reflectance /t„ can be calculated by substi­
tuting the monochromatic values of the optical constants n and k 
for each of the three media in equation (20). This equation was 
programmed and the values of Rn computed on a Control Data 
6600 computer located at the University of Minnesota Computer 
Center. In the same program, the monochromatic emittance 
was computed from equation (24) and summed over the wave­
length range 2yU-42/n to obtain total normal emittance for each 
oxide thickness. 

The optical properties of aluminum oxide used in computing 
the monochromatic reflectance are given by Harris [!)] and Harris 
and Piper [10]. The optical constants for aluminum were taken 
from Lenham and Treherne [11], who present values of n and A 
for a wavelength range of 2-22fi. The values of the optica! con­
stants for wavelength from 23-42/it were obtained by plotting the 
values of n and k from [II] versus wavelength and extrapolating 
the curves to 42jU.'•'• The optical properties for both aluminum 
and aluminum oxide are shown in Table 1. 

The directional emittance is defined as the ratio of the emitted 
intensity in a particular direction to the intensity from a black 
body at the same temperature. In general, for arbitrary surface 
conditions, the distribution of the emitted intensity i depends on 

3 The extrapolation does not appear to critically affect the results. 
Calculations assuming n and A: constant at wavelengths greater than 
22^ (with the values they have at 22^) do not yield significantly dif­
ferent reflections from those found using the extrapolated values. 

the two angles d and (f>. The black-body intensity ih is uniform. 
Then 

e(0, 4>) = 
i(.e, t) 

For isotropy, which is assumed for the surfaces studied in t)ii> 
paper, there is no dependence on the angle 9 and, correspondingly, 
e = e(r/>). For the case of normal emittance, r/> = 0 (leg and 
e = e„. 

*(» deg) in 
(2(ii 

The total normal emittance was computed from 

HX'/A'?X j e„xe/,x'/X 

J o Jo_ Jo 

I uxf/A - j e, 
Jo w Jo 

(27) 

At each wavelength X, the product of e„x and the black-body 
spectral energy density e(,x corresponding to the surface tempera­
ture T„ is formed. Planck's law is used to compute €b\ and e„\ 
has been determined from equation (24). The total norma! 
emittance e„ is then found by numerically integrating the term 

Table 1 

Wave­
length 

(M) 
2 
3 
4 
5 
6 
7 
S 
9 

10 
If 
12 
13 
14 
15 
16 
17 
18 
1.9 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
3!) 
40 
41 
42 

Optical properties of aluminum 

Aluminum Oxide [9, 10] 
n 

1.57 
1.52 
1.50 
1.49 
1.43 
1.37 
1.2!) 
1.26 
1.31 
1.48 
1.65 
1.70 
1.70 
1.75 
1.88 
1.95 
2.05 
2. OS 
2.10 
2.13 
2.20 
2.30 
2.34 
2.38 
2.40 
2.45 
2.47 
2.48 
2.50 
2.53 
2.55 
2.60 
2.00 
2.55 
2.50 
2.50 
2.50 
2.50 
2.50 
2.45 
2.45 

k 
0.00 
0.00 
0.00 
0.00 
0.00 
0.003 
0.009 
0.027 
0.088 
0.33 
0.66 
1.03 
1.19 
1.50 
1.45 
1.35 
1.30 
1.25 
1.20 
1. 15 
1.10 
1.05 
1. (TS 
1.00 
0.97 
0.95 
0.93 
0.91 
0.90 
0.87 
0.83 
0.80 
0.77 
0.75 
0.73 
0.72 
0.70 
0.67 
0.05 
0.63 
0.63 

and aluminum 

Aluminum 
n 

2.30 
4.41 
5.78 
7.10 
8.83 

11.04 
13.92 
15.71 
20.18 
21.89 
22.35 
23.51 
24.79 
24.27 
25.24 
28.69 
29.08 
29.41 
30.18 
30.58 
31.40 
31.80 
32.20 
32.60 
33.00 
33.40 
33.70 
34.00 
34.30 
34.60 
35.00 
35.20 
35.50 
35.70 
35.90 
36.20 
36.30 
30.50 
36.80 
37.00 
37.20 

oxide 

[HI" 
A 

16.5 
24.2 
25.95 
33.02 
38.96 
44.29 
48.53 
53.73 
57.33 
58.65 
62.12 
66.28 
73.58 
81.17 
88.53 
92.01 
96.15 
98.31 

100.15 
103.80 
110.55 
114.30 
118.50 
123.50 
128.00 
132.70 
137.40 
141.8(1 
140.30 
150.80 
155.5U 
160.00 
164.50 
169.20 
173.60 
178.00 
182.80 
187.00 
lit 1.50 
196.2(1 
201.00 

" Values of n and k for wavelengths from 2JI-22JI were obtained from 
[11]. The values of « and I; for 23/i-42^ were obtained by plotting 
the values of n and A from [11] versus wavelength and extrapolating 
the curves to 42p. 
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I, • bx<l\ 

over the wavelength range from 2/i-42ju. 

Description and Preparation of Test Samples. The test samples 
used in this study were made from 99.9 percent pure copper 
(CDS No. 110; copper 99.9 percent min, oxygen about 0.04 per­
cent i disks 0.95 cm thick and 5.08 cm in dia, and type J100 alloy 
aluminum disks (99 percent + pure aluminum) 0.95 cm thick 
and 5.08 cm in dia. A 0.160-em-dia thermocouple hole was 
drilled at midlhickness through each sample to a depth of 2.54 
cm after (he samples were oxidized. Chromel-alumel thermo­
couple wires were installed using copper-oxide cement to hold 
them iu place. 

To minimize the effect of bare metal surface roughness and 
conditions on the emittance values of the oxidized samples, the 
surfaces of all samples were polished to a mirror-surface finish 
prior to oxidizing. Every effort was made to assure uniformity 
of surfaces. 

The aluminum and copper disks were prepared in essentially 
the .-time way using the following procedure. 

1 1 >isks were cut from round stock on a lathe and machined 
as smoothly as possible. 

2 The tool marks were removed by polishing the surface with 
No. li()(( wet or dry emery paper. 

.'! The copper surfaces were then polished to a mirror finish on 
a Biiehler Polishing Assembly using wafer soluble red rouge. 

•1 The aluminum samples were polished to a mirror finish by 
hand rubbing them with buffing cloth and wafer soluble red 
rouge. The Buehler Polishing Assembly was not used as it tended 
to leave too many scratch marks on the soft aluminum. 

5 The aluminum surface was finally polished with a commer­
cial metal polish and buffed with a soft cloth. 

(i The surfaces of the copper samples were oxidized (black 
cup He oxide, CuO) with the Ebonol " C " process. The time the 
samples remained in the bath ranged from l ' /a to 30 min and the 
oxide thickness varied from 1.2 X 10~4 cm to 5.6 X lO - 4 cm 
(1.2-5.07*). 

7 The surfaces of the aluminum samples were anodized by a 
process referred to as hardcoating. The electrolyte solution is 
composed of 15 percent sulfuric acid by volume and is maintained 
at 0 deg C. Current density is approximately 0.031 amp per 
cm". The samples remained in the solution from l ' / 4 min to 1 
hr and the oxide thickness varied from 1.2^-86.4/i. The term 
liardcoat is used because the low-solution temperature and high-
current density produces an oxide having greater dielectric 
strength and a denser structure than anodic coatings produced at 
higher temperatures and lower-current densities [12]. 

The sample properties arising from the anodizing process are 
associated intimately with the rate of growth of the coating and 
the solvent action of the electrolyte. These not only determine 
the thickness of the coating but also its porosity, mechanical 
properties, and chemical composition. Acid concentration, tem­
perature, current density, voltage, and type of current, influence 
the>e properties. However, the coating thickness, porosity or 
density, and transparency are the most critical parameters when 
anodized coatings are used for temperature control [2], The 
amount of impurities and water vapor contained in the oxide will 
also have an effect on the emittance. 

After the total emittance measurements were taken the thick-
'ifss of each oxide layer was measured by sectioning the sample 
and examining the cross section with a microscope containing 
two parallel lines, the distance between which could be varied 
V a calibrated dial. 

The CuO surfaces produced on those samples left in the bath 
less than 5 min were not uniform in appearance. Some areas of 
the surface appeared darker than others and there was something 
°f a rainbow effect on those surfaces exposed l ' / s to 3 min. On 
the surfaces exposed 7 min or more the surface appeared uniform 
and Was much blacker than the thinner surfaces. In contrast 

TEMPERATURE"C 

o — 96 " C - - EXPERIMENTAL 

V — ! 9 0 ° C — EXPERIMENTAL 

9G • £ - - THEORETICAL 

o-TEMPERATURE = 96 °C 
A-RAMSEY, REF.(JJ5), 96 °C 
o-CuO-Ag SYSTEM, I40°C, REF.(5.) 
o-CuO-Ni SYSTEM, 140 °C, REF. (5) 

10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 

A l z 0 3 THICKNESS (Microns) 

Fig. 3 Total normal emittance versus thickness of Al-Al203 system 
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4 Total normal emittance versus thickness of Cu-CuO system 

to the nonuniform appearance of the thinner copper-oxide coat­
ings, all of the anodized aluminum surfaces exhibited a very uni­
form appearance. All of the coatings tested appeared diffuse to 
the eye and the oxide coatings were uniform and without, pits. 

Discussion of Results. The measured total normal emittance as 
a function of oxide thickness is shown in Fig. 3 for the AI-AI2O3 
systems and Fig. 4 for the Cu-CuO systems. The results are 
tabulated in Tables 2 and 3 for the AI-ALO3 systems and the 
Cu-CuO systems, respectively. In Fig. 5 the measured values 
of total normal emittance obtained in this study for the AI-AI2O3 
system at 96 deg C are compared to earlier results obtained [1-3]. 
The differences observed in Fig. 5 between the results of the 
present, study and those obtained by previous investigators can 
be at, least partially attributed to the difference in temperatures 
at which various investigations were made and also due to the dif­
ferent anodizing processes used. 

Aluminum 
sample 

Polished 
1 
2 
0 

4 
5 
6 
7 
8 
9 

10 
11 

Oxide thick 
00 
0 
1.24 
1.47 
2.44 
3.56 
7.11 
9.14 

18.80 
25.40 
40.64 
55.88 
86.36 

Table 

ness 

2 

Total normal 
96 deg C 

0.06 
0.15 
0.31 
0.51 
0.63 
0.76 
0.78 
0.82 
0.84 
0.87 
0,91 
0.92 

emittance 
190 deg C 

0.27 

0.67 

0.75 
0.80 

0.87 
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EXPERIMENTAL RESULTS FROM 
PRESENT STUDY, 96 °C 
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Fig. 5 Total emittance versus thickness of AI-AI2O3 system 
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Fig. 6 Effect of coating thickness on total directional emittance of AI-AI2O3 system 

Table 3 

Copper sani 
Polished 

1 
2 
3 
4 
0 
6 

pie Oxide thickness 
0 
1.19 
2.79 
3.18 
3.81 
4.83 
5.59 

M 
Total normal 

emittance 9(5 deg 
0.04 
0.09 
0.33 
0.42 
0.49 
0.75 
0.81 

The total normal emittance tends to decrease with increasing 
sample temperature. This is shown in Fig. 3 and also in Fig. 5. 
The decrease in total emittance as a function of increasing tem­
perature is at least partially due to a shift of the black-body 
energy distribution curve to shorter wavelengths. The absorp­
tion coefficient of Al»Os tends to decrease with decreasing wave­
length, thereby making the oxide more transparent to radiation. 
Another factor might be the difference in the correction of the 
measurements required for the nongray surface at the two dif­
ferent temperatures. As mentioned in the description of the test 
apparatus the measurement error involved in assuming the sur­
face is gray was calculated. Using the analysis of Edwards and 

Nelson [7] and the monochromatic absorptance data of Weaver 
[2], a maximum error of 6.8 percent (at about 8/x thickness—the 
smallest for which results are available) is found for the aluminum-
oxide coated surface at 96 deg C This would be smaller at higher 
temperature and at larger coating thickness. The correction is 
generally negative; that is, the measured values indicate a higher 
emittance than the true value. Because of the uncertainty of (lie 
spectral data no correction was made and the data were used 
directly. 

I t is noted from the results for the present investigation, Fig. 3, 
that the total normal emittance increases almost linearly as a func­
tion of oxide thickness up to about 3.6/n. Above this, the emit­
tance shows only a gradual change with thickness. The last re­
ported emittance value is only 0.77 percent higher than the pre­
vious value while the oxide thickness has increased by 35 percent. 

The measurements of the total directional emittance for dif­
ferent oxide thicknesses on the aluminum indicate, Fig. 6, a 
variation similar to that reported by Schmidt and Eckert [13]. 
This result is also in qualitative agreement with the calculation of 
Francis and Love [14] who applied Fresnel's relations to the 
monochromatic reflectance of an absorbing layer on aluminum. 

Little information was found concerning the variation of radia-
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Fig. 7 Effect of coa l ing thickness on reflectance of AI-AI2O3 system 

tioii properties of a copper-oxide on copper-substrate combination 
as a function of oxide thickness. The one measurement found 
was by Ramsey [15] who reported the total hemispherical emit-
tance of a 2.54n coating of CuO on a copper substrate to be 0.350 
at. 96 deg C, in good agreement with the present stud3r. The re­
sults from reference [5] are shown in Fig. 4. Because of the dif­
ferent substrates used and their extremely thin CuO coatings, it 
is difficult to make a comparison with the present study. The 
present results, Fig. 4, for the Cu-CuO system indicate that the 
total emittance becomes almost linearly dependent on oxide 
thickness from 1-5 and l / 2 microns. Since the oxide thickness of 
5.6/1 was the maximum that could be obtained using the Ebonol 
" C process, it could not be determined at what thickness the 
emittance deviates from its linear dependence on thickness. An 
analytical treatment of the copper-copper oxide samples was not 
performed as insufficient data on the optical properties of CuO 
were found in the literature. 

The analytical solution was performed to see how well the 
experimental results could be matched by a theoretical approach. 
It can be observed from Fig. 3 that the theoretical total normal 
emittance as a function of aluminum-oxide thickness follows the 
same general shape as the experimentally determined values. 
However, the theoretical results are approximately 30 percent 
loner than the experimental values for oxide thicknesses between 
3.(iu- 86.4/1. At the smaller thickness used the difference be­
tween the two values is less. The difference between the experi­
mental and the analytical results is probably due to impurities in 
the aluminum-oxide layers which would cause increased scattering 
and absorption. The theoretical equations were derived assum­
ing optically smooth surfaces and a homogeneous (no impurities 
which could cause scattering or increased absorption of radiant 
energy) oxide film. In this regard the use of sputtering and 
vacuum deposition are being examined as alternatives to produce 
uniform homogeneous coatings. The impurity content of the 
actual oxide would increase both the scattering and the absorption 
of radiant energy, thereby increasing the total emittance. Even 
so, the similarity in trend is an encouraging indication that, given 
a complete description of the surface layer, the radiation proper­
ties can be calculated. 

In Fig. 7, the computed monochromatic values are compared 
with experimentally determined monochromatic reflectances ob­
tained by Weaver [2]. The theoretical values show essentially 
the same trend as the experimental values through a wavelength 
of l">fx which is the longest wavelength reported by Weaver. The 
primary difference in the figure occurs at about 3/x. Here, the 
measured values show a sharp decrease in reflectance due to a 
strong absorption band. The analytical values do not show this 
dip since the data used for the optical properties (index of refrac­
tion, absorption coefficient) of aluminum oxide were obtained 

from measurements on thin aluminum-oxide films and indicated 
a value of zero for the absorption coefficient from 2u-6ix wave­
length. I t should be noted that the correction for the nongray 
nature of the surface would be increased, at the condition studied, 
if this depression of the absorptance were not present at 3 microns. 
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Asymptotic and Numerical Solutions for 
Nonlinear Conduction in Radiating leat Shields 
A two-point boundary value problem associated with nonlinear one-dimensional con­
duction in radiating heat shields and other applications is solved- by perturbation and 
•numerical methods. An exact numerical solution is compared with asymptotic results 
consisting of a previously developed weak conduction solution and. its strong conduction 
counterpart, which is obtained in the present analysis. It is found that the strong con­
duction asymptotic applies over a much wider range of the radiation conduction param­
eter than the weaZ' one. Typical calculations show that the maximum temperature of 
the heat shield is reduced by only nine percent, with a disproportionate increase in end 
temperature of 32 percent in increasing the radiation conduction parameter from zero 
to infinity. However, an important structural benefit is obtained by significant reduction 
in the temperature differences along the shield, with moderate increases in the radiation 
conduction parameter. 

Introduction 

IN A 1'HKVIOUS paper [ l ] , 1 the steady-state tem­
perature distribution in a thin heat shield (AODCPB in Fig. 1) is 
analyzed. The faces AH, BPC, and CD are considered insulated, 
and the thickness, 8, is assumed small enough compared to the 
total length, L, to validate the assumption of negligible trans­
verse gradients. Furthermore, in the resulting one-dimensional 
problem, each surface element of AOD is assumed to be radiating 
to the surroundings whose temperature is assumed negligible 
compared to the shield's. Without significant, loss of generality, 
constant material properties are stipulated along the shield, 
which is subject to a normalized arbitrary aerodynamic heat 
flux, q(x), where x is the running arc length measured from the 
end, AB (see Fig. 1), and normalized with respect, to L. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with­

out presentation) in the JOUHSAI. OF HEAT TIIASSFEB. Manuscript 
received at ASME headquarters, January 12, 1070. Paper No. 70-
IIT-E. 

From an elementary heat balance applied to an element of the 
shield and the insulated end conditions, the following two-point 
boundary value problem is obtained for the normalized tem­
perature T in terms of the aerodynamic heat flux, q(x): 

e'f" - ' i ' 4 + q(x) = 0 

2"(0) = 7"( l ) = 0 

(la) 

(\b) 

where, with the thermal conductivity k, Stefan's constant a, T = 
maximum conductionless temperature, and the emissivity e, the 

&k , , • , 
parameter e = ——— represents a measure of conductive rela-

atL'lTi 

five to radiant flux. Other physical situations arising in astro­
physics and illumination theory describable by a one-dimensional 
model similar to equations (1) are discussed in reference 1. 

The approximation of small e leads to a singular perturbation 
problem involving "boundary layers" in the vicinity of the ends 
x = 0 and I. This problem was solved in [I] . However, for 
a typical q distribution, the fact that these layers were 0 ( \ A ) in 
length and their mutual interaction involved a discrepancy in 
(16) of 0(c)" " gave e = 0.01 as an approximate computational 

•Nomenclature-

conduction radiation ratio 

k = thermal conductivity [kcal/wt/i (deg)] T = maximum value of conductionless temperature along shield 
q = aerodynamic heat transfer distribution function normalized (grade) 

with respect to ail'4 = q gf, 
(j = maximum value of aerodynamic heat flux along shield e = ~^jfifi{ 

[kcal/m2h] 
x = coordinate along shield normalized with respect to L l = « u r f a c e emissivity 
L = length of shield [m] °" = Stefan-Boltzmann constant [A-cal/ m'hfdeg)*} 

T = temperature normalized with respect to T 5 = thickness of shield [m] (see Fig. 1) 
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Fig. 1 Heat shield geometry 

upper bound for the validity of the three-term expansion. 
From a practical viewpoint, treatment of the complete e range 

is of interest, in many technical applications. Accordingly, an 
asymptotic expansion for the large conduction case, i.e., e —>• «>, 
will be given in this paper. If will be evident in what follows 
that three terms of the latter will provide good coverage down 
to values of e near O.J. 

Further, a numerical solution valid nominally for 10~2 < e < 
oo and capable of straightforward extension to smaller e will also 
be discussed. Results from the latter will be compared with 
those obtained from the perturbation solutions of reference I. and 
the present paper. 

Analysis 
By contrast to weak conduction, it can be shown that the 

asymptotic expansion for T about e = c° is regular, since it 
automatically satisfies the boundary conditions (\b) and is an 
infinitely differentiable function of e [2], Accordingly, the 
uniformly valid representation for T, on [0, 1], is asserted to be: 

i = o 

Substitution of (2) into (I) gives: 

7 7 = 0 

7'," - c„ + <•/ = () 

T," = C,-_l, / > 1 

with 

where 

77(0) = 77(1) = 0 

(2) 

(3a) 

(36) 

(3c) 

(4) 

co = 77 

1 ™ 

c,„ = — > toA- — m)c,n^k'rk 

To completely determine the solution, an additional condition 
is necessary. This is obtained from integration of ( la) over the 
interval, and corresponds to global energy conservation. For 
the linear problems involving the approximate quantities, this 
implies: 

77 = 
J o 

qilx 

I' 
J o 

c.dx 0, i > 1 

(oa) 

(o/,) 

Equations (5) correspond to the orthogonality relation re­
quired for unique determination of the eigensolution corre­
sponding to vanishing eigenvalue and conjunct occurring in 
similar Sturm-Liouville problems discussed in reference 3. 

There, the orthogonality constraint- restricted the choice of ex­
citation force, producing stable motions of a system in a resonant 
state. 

By virtue of (5), the solution of (3) and (4) for an arbitrary 
q(x)k: 

To = J: q(x)dx (fin) 

1\ = (x - l)[co - q(t)]dt - 1/2 
J o 

• • • + r 
J o 

J. X (1 - 02[t'o - <i(t)\dt (fib) 

T, = P ; + (.c - O'-.-iO* - 1/2 j (i - tyci-syii tfic) 

where 

8 J 

J o 

1 ' ' - ' f1 

4 / » / , •= ! J O 
For the particular q function used in reference [ l ] 2 the values 
for the first three 77s are: 

T0 = 0.90660600 

7', = -0.005490692 - 0.l5278890x + 0.15278876x'2 

+ 0.048634183 sin irx - 0.003799546 cos 2irx 

77 = 0.04614323.C - 0.0081919618x2 - 0.075902522x3 

+ 0.037951276x4 - 0.014687851 sin irx 

+ 0.00028687203 cos 2TTX + 0.00049707397 

Higher order coefficients could be generated from the re­
cursive relations (6). The work is straightforward but tedious. 
However, as will be shown, if 0.1. < e < oo, only the indicated 
number of terms need be retained for satisfactory approximation 
of the numerical solution for the q function treated here. 

The numerical solution was obtained by using Newton's 
method to find a zero of 7"(l) as a function of 7X0). These 
values were derived from successive solutions of the initial value 
problem for T based on a first guess for 7X0). The success of 
this scheme is implied by an existence and uniqueness proof that 
can be obtained with minor modifications of that given in [4] 
for a generalization of (1). For further generalizations, see [5]. 

Analytic continuation [6] was used to generate the numerical 
solutions. In this connection the required derivatives in the 
Taylor formula for T were easily found to an arbitrary order 
from differentiation of ( la) . For the computations discussed 
subsequently, seven terms in the formula were used. Because 
( la) is of second order, the error introduced by truncation is 
bounded by the first neglected term of the first derivative of the 

Taylor series, i.e., — |7'<8)(i?)|, where h is the step size and 0 

< TJ < I. Thus, for h ~ 0.01, the error is < |r<s>(r?)| X . I t ) - " . 
I t is obvious from the preceding analyses that the first factor 
becomes large near x = 0 and 1 as 6 —»• 0. For a fixed h, a 
computational lower bound for e is thereby established. 

For small e, instabilities associated with the initial value formu­
lation of singular perturbation problems such as (1) are well 
known [7], [81. This difficulty was overcome in the present 
ease by making h/\/e « 1 and stepping from x = 1/2 to x = 1, 
using the condition 7"( l /2) = 0, which is appropriate for q 
functions symmetrical about x - 1/2, such as the one considered 
in this analysis. Presumably, unsymmetrical q functions could 

- q = 0.37 + 0.4S sin rx - 0.15 cos 2wx on [0, 1], 
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also be handled by using an appropriate guess for 7"( l /2) . 
In the indicated nominal ranges, the following first guesses 

based on the asymptotic solutions were used: 

7'(l /2) = 1 - 0.66626 + . . . , 0.01 < e < 0.2 (7a) 

7'(0) = 0.906606 + . . . , « > 0.2 (76) 

The iterative process was terminated when 7"(1) < 10~7. 
To maintain this tolerance, double precision in the machine 
calculations was required. 

Discussion 

The results of the numerical solution calculated with the 
IBM 360-50 computer for the previously indicated q function 
are shown in Fig. 2. From subsequent considerations relating 
to the convergence of the procedure, as well as the truncation 
error estimate given previously, it is obvious that this method 
gives what may be termed, for all intents and purposes, the 
exact numerical solution of the problem. For these calculations, 
n, (lie number of uniformly spaced meshes was set equal to tOO. 
This gave extremely accurate results in the range: 0.01 < e < 
co. For e < 0.01, the large derivatives in the vicinity of x = 0 
require a liner and perhaps nonuniform mesh spacing to keep 
the error term in (7) to within an acceptable tolerance. 

From a practical standpoint, Fig. 2 shows that the maximum 
temperature of the heat shield is reduced by only 9 percent in 
increasing e from 0 to co, with the disproportionate increase in 
the end temperature, 7'(0), of 32 percent. However, an im-

28fi 

0.10 0.20 0.30 0.40 

Fig. 2 Numerical solution for various e values 

MAY 1 9 7 0 

portant structural benefit is obtained from the large reduction in 
the temperature differences along the shield with moderate in­
creases in 6. Another interesting result is the proximity of tht. 
curves for e = 1 and e = m. This fact is probably responsible 
for the good agreement between the asymptotic about e = TO 
and the numerical solution for large excursions from e = o;. 
Results for truncation at the second and third term of ihn 
asymptotic expansion, which are compared with the numerical 
solution in Fig. 3, clearly show this tendency. Moreover, for 
€ ~ 1, the discrepancy between the numerical solution and the 
two-term asymptotic is at worst in the fourth significant figure 
and with three terms in the fifth. This improves considerably 
for e X> 1. Fig. 3 also indicates good agreement between the 
asymptoties about e = 0 and the numerical solution for e = 0.01. 
The accuracy of both expansions truncated at three terms de­
teriorates in a "no man's land" of 0.01 < e < 0.1. In this 
range the numerical solution provides the necessary coverage. 

I t is of interest to assess to what extent the proximity of 
T(x, co) and T(x,e) for moderate values of e, previously men­
tioned, applies to q functions other than the one treated here. 
One means of answering this ciuestion involves a study of the 
remainders for the truncated expansion (2). Inherent in this 
approach is the implicit, assumption of rapid convergence of (2), 
even for significant excursions of e from co. This conjecture is 
considered plausible based on the foregoing developments. A 
rigorous justification however is beyond the scope of the present 
analysis. As a motivation for such a corroboration, as well as 
providing insight into the present results and those for other q 
functions having similar properties to those of reference [1], we 
invoke the aforementioned assumption and obtain bounds on 
the second term evaluated at x = 0. Accordingly, we assert: 

e|'f(0,») - 7'(0,e)| = 7\(0) 

Thus, we wish to show that 7'i(0) « 1 for a general class of g's. 
For convenience, we consider </'s symmetrical about x — 1/2. 
In addition, we further restrict our attention to cases where 
q'(t) > 0, q"(l) < 0 on [0, 1/2]3 and q'(Q) > 2[1 - q(())}. Now 
TV > 0 inferred from (36) implies 7\ is monotone increasing on 
[0, 1/2]. Equation (36) implies that T i ( l /2 ) is a maximum. 
Furthermore, (fib) implies that 1\ changes sign on [0, 1/2], 
requiring that 7\(0) < 0. From (66): 

• / : 

sup 27'i(0) = -ml (1 - tyqityu - sup :-
! Jo b 

were, sup and inf signify least upper and greatest lower bounds 

respectively. Now if q(l) > 4/{l) > 0 on [0,1], then ft -
Jo 

tfq(l)dl > | (1 - iy-ip(t)dl = I. Selecting 
Jo 

4, = 2(1 - q(Q))t + </(()), 0 < I < -

= - 2 ( 1 - q(0))t + -' - g(0), - < t < 1 I 

> ^ 1^(0) = i/-(l) --= # ; 

IAO/V) = ' 

Thus, 

Noting that, 

t'o < 

I -
9g(0) + 7 

48 

«r [q'(0)t + q(0)}M ?'(«) 
+ 3(0). 

0.50 ' Although the q function ef reference 1 weakly violates the secuiiil 
of these inequalities, it can be represented to a good approximation !>}' 
a function in this class. 
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Fig. 4 Convergence of numerical solution with step size, n, for various 
Fig. 3 Comparison of numerical and asymptotic solutions for various values or e 
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Since r/(0) < 2(1 - </(())), if follows that, 

i • 1 - 4(0) 1 
I n _ 9(, _ 9(, 

This bound is comparable in oriler of magnitude to |7'i(0)| for (lie 
q of reference 1, whose value is 0.00929. 

In Fig. 4, the convergence of the numerical solution with 
respect to mesh size is studied. It is obvious that over a wide 
range of e, the convergence is extremely rapid, with e having little 
or no effect. Presumably, analogous studies concerning the in­
clusion of more or less terms in the Taylor's formula would 
show similar trends by virtue of the previous truncation error 
estimate. Curves for h = 1 are not shown, since no real zeroes of 
7"(1) as a function of ?'(()) were obtainable for the cases indicated. 
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The Transient lesponse of Heat 
Exchangers Having an Infinite 
Capacitance Rate Fluid 
The transient response of heat exchangers to a step change in the temperature of the in­

finite capacitance rate fluid temperature is discussed. This work applies to condensers, 
evaporators, precoolers, and intercoolers. Analytical and finite difference methods are 
used to obtain solutions. The procedure for making useful hand calculations for the 
entire range of practical values of the parameters is presented. 

Introduction 

T, IHK transient response of bent exchangers due to 
changes in the inlet temperatures of the fluids is useful for the 
dynamic control of power plants and air conditioning systems as 
well as many other applications. The general problem is quite 
complex in that, it involves the solution of three simultaneous par­
tial differential equations for temperatures as functions of time 
and position. Five parameters are involved which prohibit a 
graphical presentation in complete form. Consequently no 

Contributed by tlie Heat Transfer Division for publication (with­
out presentation) in the JOURNAL OF HEAT TBANSFEH. Manuscript 
received by the Heat Transfer Division, June 2, 1969. Paper No. 
70-FIT-B. 

general solution has yet been obtained. Solutions for a few-
special cases of technical interest are all that are available. The 
best compilation of these solutions can be found in Compact Heal, 
Exchangers by Kays and London [ 1 ] . l 

In many heat exchanger applications the thermal capacitance 
rate of one fluid is much larger than that of the other fluid. Con­
densers, evaporators, intercoolers, and precoolers are such ex­
amples. These can be modeled by assuming one of the fluids has 
an infinite capacitance rate and consequently is always at a uni­
form temperature throughout the exchanger. In the transient 
analysis, the infinite capacitance rate fluid may be modeled as 
having a dwell lime of zero. Restricting the problem to this 
special case eliminates one of the three differential equations and 

1 Numbers in brackets designate References at end of paper. 

•Nomenclature-

a = parameter defined by equa­
tion (IS); dimensionless 

.4 = parameter defined to be 
Ii*Cw*/N(l + It*)2; di­
mensionless 

B = parameter defined to be C,* / 
(1 -f- It*); dimensionless 

C = fixed capacitance, product of 
mass and specific heat; 
B t u / F 

7,„* = ratio of wall capacitance to 
unstepped-fluid capaci­
tance, Cw/Cc; dimension­
less 

hi = denotes a modified Bessel 
function of zero order; di­
mensionless 

L = heat exchanger flow length; ft. 

A" = parameter defined to be #,/,./ 
Cc{ltc + it),), equal to .V,,,; 
dimensionless 

It = fluid heat transfer resistance; 
hr-F/Btu 

It* = ratio of fluid heat transfer re­
sistances, HJRh; dimension­
less 

t = temperature relative to the 
initial temperature; V 

T = magnitude of the step change 
in temperature of the in­
finite capacitance rate fluid; 
F 

u = normalized relative tempera­
ture of the unstepped-fluid, 
tc/T; dimensionless 

u* = ratio of the instantaneous out­

let temperature of the un-
siepped-fluid to its steady-
state value; dimensionless 

U = parameter defined by equa­
tion (17); dimensionless 

V = velocity of the unstepped-
fluid", L/e„c; h/hi-

ii' = normalized wall temperature, 
l,„/T; dimensionless 

.r = length coordinate in flow di­
rection; ft 

x* = normalized coordinate in flow 
direction, x/L; dimension­
less 

X = parameter defined by equa­
tion (14); dimensionless 

Y = parameter defined by equa­
tion (15); dimensionless 

{Continued on next page) 
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two of the five parameters. In addition, the solution will be valid 
for anj' flow arrangement. 

An exact, analytical solution has been reported by Myers, 
Mitchell, and Norman 12] for step changes in the inlet tempera­
ture of the finite capacitance rate fluid. Thus, this problem has 
been completely solved analytically and the results presented 
in a manner useful to engineers. I t is included in the Appendix 
for completeness and ready reference. 

Rizika [3] has found the exact solution for a step change in the 
temperature of the infinite capacitance rate fluid. However, as 
reported b\ r London, Biancardi, and Mitchell [4], the result is 
only readily usable for times less than one dwell time. Thus, it 
is useful only for cases with small wall capacitance. The electro­
mechanical results of reference [4] cover only certain limited 
cases. An approximate solution for the response (for large wall 
capacitance) has been presented in [2] but the extent of the ap­
proximation is not well documented because an exact solution for 
comparison was not easily available. 

The present paper discusses alternate approaches to the prob­
lem for intermediate and large values of wall capacitance. 
Graphs are presented for several special cases and the calculation 
procedure for any case of practical interest is outlined. The engi­
neer will now be readily able to make hand calculations to obtain 
a solution for any set of parameters. 

Analytical Development 
Governing Equations. The governing partial differential equa­

tions for the case of a step change in the temperature of the in­
finite capacitance rate fluid may be obtained by writing energy 
balances on the wall and on the unstepped-fluid as discussed in 
[2], For convenience, the cold fluid has been taken to be the 
finite capacitance rate fluid. The following equations result: 

- &L 1 1 
C- ^ + ^ ['•» - ' !(0)] + ^ (tw - tc) o 

„ - bt, - bt. 

bo bx Re. 
(tc - O = o 

( l ) 

(2) 

In deriving these equations, it has been assumed that : 

1 The fluid velocity is uniform across the flow passage (one-
dimensional). 

2 The heat transfer is one-dimensional (longitudinal conduc­
tion in the fluid and in the wall is assumed to be zero). 

3 The conduction resistance through the wall is negligible. 
4 The fluid capacitance, wall capacitance, thermal resistance, 

and flow rate are independent of temperature, time, and position. 
5 The temperature of the infinite capacitance rate fluid is 

initially at 0 when it is suddenly stepped to a value T at zero time. 

Because of the linearity and the homogeneity of these equations, 
it is entirely adequate to consider the initial condition for both 

l%, and ic to be zero throughout the exchanger. Thus, tu and (. 
really represent temperature differences above the initial values of 
these temperatures. The initial and boundary conditions may 
then be written as follows: 

(Jx, 0) = 0 tw(x, 0) = 0 tc(0, 6) = 0 

The input to the problem is the term T 1(8) in equation (1) which 
represents the step change in the temperature of the infinile 
capacitance rate fluid. 

These equations can be normalized by defining 8*, x*t N = K,,n 

R*, and Cw* as in [1,4]. Nondimensional temperatures, u and n\ 
are defined by dividing tc and tw by the magnitude of the step 
change, T. In terms of these dimensionless groups, equations 
(1) and (2) become 

K*CW bw 

N(l + R*) bd* 
+ R*[w - 1(0*)] + (w - u) = 0 

bd* 

bu JV(1 + R*) + — + 
bx* R* 

(u - W) = o 

Equation (4) can next be used to obtain w in terms of u. This 
expression can then be substituted into equation (3) to eliminate 
w. Thus the two equations containing u and w can be trans­
formed into one equation containing only u. The following result 
is obtained: 

b2u b'ht 
4-

be*2 bx*b8* 
+ 

iV(l + /e*)(l + R* + Cw*) bu 

be* 

N{1 + R*)* bu 
+ R*C* bx* + 

R*CW* 

Af2(l + R*Y 

R*C* 
1(0*)] = 0 (5) 

The initial and boundary conditions which are applicable lo 
equation (5) are that 

•u(x*, 0) = 0 u0*(x*, 0) = 0 u(0, e*) 0 

The initial condition of a zero time derivative replaces the initial 
condition for the wall temperature. I t is obtained by recognizing 
that at 6* = 0, u, ID, and ux* are all zero and consequently from 
equation (4), ue* must also be zero at the start. 

Examination of equation (5) shows it to be hyperbolic in na­
ture. Solutions of this type of equation are sometimes facilitated 
if characteristic coordinates are used. Although previous in­
vestigations of this problem have not used this approach, it does 
offer some advantages and will be used here. The characteristic 
coordinates, f and rj, for this problem are defined as follows 

f = x* 

•Nomenclature-

Z -— parameter defined by equa­
tion (19); dimensionless 

) = unit step function, zero for 
negative arguments and 
unity for positive argu­
ments; dimensionless 

j" = characteristic variable defined 
as (1 + R*)ri/Cx*: dimen­
sionless 

ii = characteristic variable defined 
as (1 + R*)(0* - !) /C„*; 
dimensionless 

?j = characteristic variable defined 
as e* — x*; dimensionless 

6 = time variable; hr 

8* = normalized time variable, 
e/edc; dimensionless 

dd„ = dwell time of the cold or un­
stepped-fluid within the 
heat exchanger; hr 

£ = characteristic variable defined 
as x*; dimensionless 

olzj I)] = function defined to be 

/

>% 

e""rl,i{2-\/yT)dT; 
r = 0 

dimensionless 

Subscripts 

c = denotes the cold or unstepped-fluid 

h = denotes the hot or stepped-fluid 

n = node index in the ^-direction 

w = denotes the wall condition or prop­

erty 

Superscripts 

(e) = node index in the ^-direction 
* = denotes a nondimensional quan­

tity 
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The resulting equation for M(£, T?) is 

A-, i T W « M f ' + (TT )̂"" + "? + N[u ~ Hi + v)] = ° 
(6) 

The boundary and initial conditions now become 

«({, - £ ) = 0 «„(£, - £ ) = 0 «(0, i?) = 0 

The region of interest and the boundary conditions are shown in 
Fig. 1. Lines of constant time appear as diagonal lines at 45 
degrees. The initial time line is the diagonal line passing through 
the origin. The exit of the exchanger is the vertical line at 
t ~ l. 

In the next section a finite difference solution to equation ((5) 
is obtained. Then equation (6) is simplified by taking Cw —*• ro 

and an analytical solution is presented for this asymptotic case. 
Both of these solutions are facilitated by using the characteristic 
coordinate system. 

finite Difference Solution. The node arrangement for the finite 
difference formulation of this problem is the grid shown in Fig. 1. 
The finite difference approximations for « and its derivatives are 
given by 

O) 

(«) ,(-) 
U( 

A£ 

><ti = 

Ar, 

0) 

AfAr? 

(7) 

In selecting the relative grid spacing, AT?/A£, it is important to 
be sure that any discontinuity in the fluid temperature moves 
through the heat exchanger at the proper speed. The proper 
speed in this case is the fluid velocity, V - L/8jc. In the original 
coordinate system (x, d) this means that a discontinuity at posi­
tion x should arrive at position x + Ax after a time interval 
AD — Ax/V. Therefore the time and distance intervals should be 
selected so that 

Ad 

Ax 
1 

L 

In characteristic coordinates this means 

_ATJI 

A * 

Ad* 

Ax* da,.. Ax 
= 1 

u = 0 

3 
, \ '- V .X/"(?*= CONSTANT 

e*=o : 

Fig. 1 Problem description in characteristic coordinates 
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Fig. 2 Infernal temperature distribufions for N = 3, R* = 1, and C»* = I 

Upon substituting equations (7), with A£ = Arj into equation (6), 
the following expression is obtained: 

f.. + l) 

where 

[A + (B - l)Ar? - A - ( A T ? ) 2 K , M + Aun-i^+V + [AT? - A]u„Jv) + Af(Artf 

A + BAr) (H) 

R*CW 

iV(i + R*y 
ind B = 

1 + R 

This expression is an explicit relation for calculating M„C + 1 ) in 
teims of the three known values un

("\ u„^v+1\ and«„_ i W which 
have already been calculated at previous times. The procedure 
starts by computing the value at node 1 on the first constant time 
line above 6* = 0 shown in Fig. 1. The computations continue 
diagonally along the constant time line, nodes 2, 3, 4, . . ., to the 
heat exchanger exit. Then the same steps are repeated be­
ginning with node 1 along the next constant time line. 

Fig. 2 presents the solution for the internal temperature dis­

tribution as a function of time for one typical case (.V = 3, 
R* = 1, and Cw* = 1). Observe the horizontal portions of the 
curves for 0* < 1. These describe the behavior of the fluid that 
was contained in the exchanger at the start of the transient. This 
fluid is always exposed to a uniform (but increasing) wall tem­
perature and consequently the fluid temperature is also uniform. 
These horizontal portions have entirely left the heat exchanger at 
6* = 1. This is consistent with the length of time required for 
the fluid to pass through the exchanger. 
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The horizontal portions of (he solution for 0* < 1 correspond 
to the "easy-to-use" part of Rizika's exact analytical solution. 
This solution can lie obtained by eliminating the ^-derivatives 
from equation (">) and solving the resulting ordinary differential 
equation for n as a function of 6*. The solution so obtained is 
valid as long as 6* 5= x*. 

Equation (8) has been used to evaluate the solution to equa­
tion (6) for 27 combinations of Ar, R*, and Cw* to cover a large 
range of values for these parameters. A printout of the computer 
program used to determine the normalized exit response is avail­
able upon request. I?ig. 3 shows solutions for three different 
values of wall capacitance for N = 3 and R* = 1 . In this figure 
the normalized exit: response it* is plotted as a function of (6* — 
1 )/Cll,* for various values of C„*. 

The choice of (6* — 1)/C„* for the abscissa has been made for 
two reasons. First, 6* — 1 appears naturally from the use of the 
characteristic coordinate r\ = d* — x* when the solution is 
evaluated at x* = 1. Second, (he division by Cw* is used to com­
press the abscissa for the intermediate and large values of wall 
capacitance which are of particular interest in this paper. 

It can be observed from Fig. 3 that the transient is essentially 
complete by (6* — l)/Cw* = 1. This is substantiated by all of 
the other cases considered. This means that 6* = 1 + Cw* is 
the nondimensional time required for the heat exchanger to re­
spond. From this it is seen that the larger the wall capacitance 
the longer the response time. 

As indicated in Fig. 3, the start of the transient is at —l/Cw*. 
Thus, as C„* increases, the starting point in this coordinate sys­
tem approaches (6* — 1 )/C„* = 0. This suggests that the large 
wall capacitance cases approach an asymptotic limiting solution 
as will be discussed in the next section. 

Large Wall Capacitance Solution. When the unstepped-fluid is a 
gas, its capacitance is usually small relative to the wall capacitance. 
As reported by London [4] there are many cases of technical in­
terest in which Cu* > 100. Thus, Cw* is very large and for these 
cases it is possible to obtain a useful, asymptotic, analytical solu­
tion to equation (6). 

To obtain this analytical solution, a new time variable is de­
fined as 

1 R 
f = 

Then equation (6) simplifies to the following 

R* 

iv7TTWtf + "f + "f 

u - l { + c„. 
r = 0 (9) 

1 + R* 

For large Cw* (approaching infinity) the f in the argument f the 

Fig. 4 Influence of R* on the large wall capacitance solution 
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Fig. 5 Influence of N on fhe large wall capacitance solution 

mit step function can be neglected. The equation then reduces 

to 

"Ni'i^+IF)U(i + U( + l<i + N[u ~ 1( f ) ] = ° (IU'' 

In obtaining equation (10) it should be noted that by definition of 
the unit step function, 

Kf) = 1 ISFO 
since Cw*/(l + R*) is always positive. 

The three boundary and initial conditions become 

«u 
1 + R* 

CJ* n = o «? 
1 + R* 

p •¥ n =-. o 

272 MAY 1 9 7 0 

M(0, t) = (l 

For C,„* —*• co the middle condition is automatically satisfied and 
the conditions reduce to the following: 

«(£, 0) = 0 w(0, f ) = 0 
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The solution to eciuation (10) can be found using the Laplace Rizika's exact solution, as given by equation (13), up to 6* = 1, 
transformation. The result is given as but for longer times equation (13) is not applicable and there is 

no easy way to evaluate the response. An approximate solution 

<£-n t - <;• - C'-Yfy, 
A71 + Ii*). iV 

-xt4» ( i i ) 

to help in these intermediate cases would be of value to the 
engineer. 

One way to arrive at an approximate solution for 8* > 1 is to 
simply extend Rizika's exact solution beyond 8* = 1 in some 
reasonable manner. It is appropriate from the solution pre-

vvhcre the function $0[:r, ;/l has been tabulated by Brinkley, sented in Fig. 3 that it* should be a function of (0* — 1 )/C,„*. A 
Edwards, and Smith [o]. natural choice is to assume the following exponential form for the 

The normalized exit response is then given by solution: 

'A' A'(l + Ii*) " 

Ii* Ii* 

1 - < - iVf i 
A'(l + Ii*) <. N_ 

~li*~ J ' ' Ii* 
+ i-^'(t>o 

N „ A'(l 4--li*) 
i-/* • ' ' ' if* 

I - c-

where fi is equal to f evaluated at x* = 1. 
This solution has been evaluated and some of the results are 

presented in Figs. 4 and f>. Observe that the most natural coor­
dinate, fi, lias been discarded in favor of (8* — l)/Cu* in order 
to confine the effects of Ii* to one parameter in Fig. 4. This is 
also consistent with the coordinate used in Fig. 3. 

Fig. 4 shows that the effect of increasing Ii* is to reduce the 
response time. It should also be observed that Ii* = 0.1 to 10 
covers practically the complete range of responses. Fig. 5 indi­
cates that an increase in the value of A' = A'(u will also reduce the 
response time. These figures can also be used to obtain a quali­
tative idea of how the curves in Fig. 3 would shift for values of A" 
and Ii* other than the ones shown in Fig. 3. 

Approximate Solution. As can be seen from Fig. 3, the response 
can be considered in three broad categories according to the mag­
nitude of C„*. For small Cw* (e.g., C„* g 1) most of the re-
spouse has been completed prior to 8* = 1. For 8* g 1 Rizika's 
exact analytical solution (1, 4] can be evaluated. This solution 
is given by 

(12) 

[ _ (/,,-«(#*-l)/C„* (10) 

(lit* 
where (/ and a are chosen so as to make both it* and -— agree 

(16* 
with Rizika's exact solution at. 8* = 1. This results in the 
following values for V and a: 

1 
( 7 = 1 -

Z Z 
1 sinh - - -f cosh — 

Ye z sinh — 
I 2A(1 + Ii*)C„* Y 

with 

U (1 + A'* + C,,*) 1 - e-

AXM- A'*)0 + A*J- C/) 
•2Ii*C* ~ 

(17) 

(18) 

(19) 

Y sinh 

1 -

A 

Y 
,.-N 

cosh 
A' 

whei 

A = 
Nil + A*)(l + A'* + C,*) 

2H*C* 

4H*CW* 

n + A* + cw*r-

(13) 

(14) 

(IS) 

For large Cw*, which from Fig. 3 appears to be greater than 100, 
the analytical solution reported in the previous section may be 
successfully used. For intermediate values of Cw* one can use 

Fig. 6 Summary of solutions for N ~ 3 and R* — 1 

Although the expressions for U, a, Y, and Z are complicated func­
tions of A", A'*, and C„.*, they can be readily calculated by hand. 

A comparison of the approximate solution with the finite dif­
ference solution for all 27 cases shows that there is practically no 
difference between the two for A'* S 1. For A'* = 0.1 the 
approximate solution falls off below the exact solution by as 
much as 10 percent, of the full response. This is not a serious 
drawback however, since no practical case is expected to have an 
Ii* less than one. The infinite capacitance rate fluid is expected 
to have the smallest heat transfer resistance as if is most likely 
to be either condensing or evaporating and consequently have a 
high heat transfer coefficient. Another possibility is either a 
precooler or intercooler in which the infinite capacitance rate fluid 
is a liquid and the other a gas. The liquid is expected to have 
the least resistance. Thus, the heat transfer resistance on the 
finite capacitance rate side would be greater than on the infinite 
capacitance rate side and consequently Ii* would be greater than 
one. 

All of the solutions obtained for Ar = 3 and A'* = 1 have been 
plotted in Fig. 6 for comparison. Observe how nicely the finite 
difference solutions approach the asymptotic solution for large 
wall capacitance. The approximate solution obtained by extend­
ing Rizika's solution can be seen in F'ig. 6 only for C„* = 10 be­
cause the Cw* = 1 and 100 cases cannot be distinguished from the 
corresponding finite difference solutions. 

Calculation Recommendations 
The following four solutions are now available for estimating 

the response of a heat exchanger to a step change in temperature 
of the infinite capacitance rate fluid: 

1 Rizika's exact solution, equation (13) 
2 Finite difference procedure, equation (8) 
3 Large wall capacitance solution, eciuation (12) 
4 Approximate solution, equation (10) 
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The engineer who wishes to make a calculation of such a response 
must choose between these solutions. 

To select the appropriate solution if is recommended that the 
response at 0* = 1 given by liizika's exact, solution be computed 
first. If this value is above 0.9, most, of the response has already 
occurred prior to 9* = 1 and liizika's exact solution will give use­
ful results (see Fig. 6 for example). If the value is less than 0.1 
it would appear that the asymptotic solution for large wall 
capacitance would be a logical choice. For intermediate values 
one must either use the finite difference method or the approxi­
mate solution which extends Rizika's solution beyond 6* — 1. 
Since any practical case is expected to have li* > 1, the ap­
proximate solution should be entirely adequate for these inter­
mediate wall capacitance cases. It can also be used very nicely 
for large wall capacitance problems if a table of the </>o-ftinction is 
not available. 

Discussion 
Due to the number of parameters involved, it is not feasible 

to present complete curves to cover every case of interest. Con­
sequently, only three figures have been selected, Figs. 4, 5, and 6, 
for comparison to the corresponding eases presented in [1, 4]. 
Additional cases may now be readily calculated using the methods 
discussed in this paper. 

The effects of R*, JV, and C„* arc the same as reported by pre­
vious investigators. The response is faster for larger A'*, larger 
A'", and smaller Cw*. These effects can be observed from Figs. 4, 
5, and 0, respectively. 

I t is interesting to note, based on Figs. 4 and 5, that, for large 
wall capacitance cases the response requires about (1 + Cw*) 
dwell times (i.e., 0* = 1 + C,„*). Thus, as the wall capacitance 
is increased, the significant time factor changes from the dwell 
time of the unstepped-fluid (for C,„* = 0) to C,„* dwell times for 
large wall capacitance problems. 

The electromechanical analog results of London [ 1, 4] agree 
reasonably well with the cases presented in this paper. It is felt, 
however, tha t the curves presented in this paper are better be­
cause of the relatively large number of nodes (100) used in the 
finite difference solution compared to the number of lumps (4) 
which London used. The present investigation suggests two im­
provements in London's presentation. First, the correlating 
time parameter should be (0* — 1)/C,„* which falls out naturally 
from the analysis in characteristic coordinates rather than 
0*/{l + Cw*). Second, the implication that all responses for 
Cw* greater than 5 are the same (see reference [4], Figs. 9 and 10) 
should probably be modified to C,„* > 100 as suggested by Fig. 6 
in the present investigation. 

Each of the 27 finite difference solutions was compared to 
liizika's exact solution at f = 1 and rj = 0. This is the largest 
value of 0* for which Rizika's solution can be easily evaluated. 
In every case the agreement was to better than three decimal 
places. The solution shown in Fig. 6 for Cw* = 1 was also com­

pared to Rizika's exact solution for shorter values of time. The 
finite difference solution exhibited more error at earlier times but 
was still within about one percent of full response. Thus, it is 
concluded that the finite difference solutions are as good as the 
exact solutions. 

The effect of the choice of grid size on the response time ii-
shown in Fig. 7. The calculated time to reach 95 percent of full 
response is plotted as a function of the number of nodes. This 
shows a significant change in the solution between 10 and 3(> 
nodes but not much additional change in going to the 100 nodes 
used in this investigation. The typical solution required abou. 
o to 10 seconds on the UNI VAC 1108. 

Application of finite difference methods to heat exchange:-
transients is not new, having been demonstrated by Dusinbenv 
[6] in 1954. The special case considered by Dusiuberre was very 
much over-simplified. Because he used a desk calculator, Dusin-
berre considered only 4 nodes. Fig. 7 indicates that one should 
definitely go beyond this number of nodes. The present in­
vestigation, covering a wide range of parameters and using a 
sufficient number of nodes, establishes confidence in this tech­
nique for heat exchanger transients. 

Reference [2] presents an approximate integral solution to thi-
problem for large values of wall capacitance. The present in­
vestigation shows that the results of [2] are about 5 percent high 
when compared to the infinite wall capacitance case of Fig. 6. 
This is remarkably good considering the simplicity of the solution 
obtained by the integral method and the assumptions involved. 
The results of [2] are no longer recommended for this problem 
however. Equation (16) presented in this paper gives far bettei 
results while retaining the ability to perform the calculations o;i 
the slide ride. 

Conclusions 
The conclusions of this investigation can be summarized a-

follows: 

1 Useful solutions to the governing differential equation-
have been obtained using characteristic coordinates for both finite 
difference and analytical methods. 

2 Several methods of calculating the transient response foi 
any combination of JV, It*, and C„* have been presented and 
guidelines for which solution to use have been set forth. Thes'-
are given as equations (8, 12, 13, and 16). 

o Successful sliderule calculations may now be made for any 
case of practical interest (It* & 1) and for any wall capacitanci 
using either equation (13) or equation (16). 

A P P E N D I X 
This appendix has been included to present the solution for tin' 

case in which the inlet temperature of the finite capacitance rati-
fluid is stepped instead of the infinite capacitance rate fluid. The 
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solution has been published in [2] and is re-presented here as 

«* = l(fi){<Mfi, ##*] + e~MR*e-~^%C2V¥I{*!\)} (20) 

In arriving at- this solution it was necessary to use different defi­
nitions of some of the nondimensional groups. These definitions 
are as follows: 

Ch = fixed capacitance of the hot or stepped-fiuid; B t u / F 
C,„* = ratio of wall capacitance to stepped-fluid capacitance, 

C,JCh; dimensionless 
iV = parameter defined to be d,ih/Ch(Rc + Rh), equal to A",„; 

dimensionless 
K* = ratio of fluid heat transfer resistances, Rc/Rh; dimen­

sionless 
a* = ratio of the instantaneous outlet temperature of the 

stepped-fiuid to its steady-state value; dimensionless 
f, = defined to be iV(i + R*)H6* - l)/R*C„*; dimension­

less 
0* — normalized time variable, d/9,ih; dimensionless 
9dh = dwell time of the hot or stepped-fluid; hr 

The complete solution is presented in Fig. 8. 
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Effects of Velocity and Current on 
Temperature Distribution Within 
Crossflow (Blown) Electric Ires 
The effects of both velocity anil current upon the temperature distribution within, and the 
cross-sectional shape of, steady-state 1.1 aim argon crossflow arcs have been determined 
experimentally. The tests were conducted over one range at constant current (I = 603 
amp), U = 0, 41.8 < L'em/sec < 127.0 and another range at constant velocity 
( U = 41.8 cm/sec), 42.5 < /.,„,,, < 80.8. Forced convection (at constant arc current) 
exerts a profound influence upon the crossflow arc. At higher velocities, forced convec­
tion appears to completely penetrate the plasma. The effect of increasing current (at 
constant velocity) is to shield a central core region from the flow field. As a result of the 
effects of velocity, electrode design, interactions of the electrode jets, and slight misalign­
ment of the jets, neither the isotherms nor the cross sections can be considered to be. 
generally circular, even at the higher currents. 

Introduction 

I I HE crossflow or blown are is characterized by de­
flection generally in the direction of the main-stream flow. The 
extent of the deflection, the profile of the plasma, the cross-sec­
tional shape, temperature distribution within the plasma, etc., 
depend upon many factors including the electrode material, elec­
trode design, flow velocity, arc current, and geometry of the test 
facility. One consequence of the interaction of the gas-dynamic 
and electromagnet ic aspects is that, the plasma no longer is circu­
larly symmetrical in cross section, although a mirror plane of 
.symmetry in cross section may be found. 

The deflection of the plasma with forced convection, together 
with the absence of circular symmetry in cross section, introduce 
an essential complexity into both the analytical and experimental 
studies of the blown arc configuration. Although such configura­
tions have been employed in a wide variety of applications such 
as switch gear, arc heaters, space propulsion, and simulators, ihe 
difficulties associated with analytical and experimental investiga­
tions have resulted in a relative lack of quantitative information 
with respect to the detailed behavior. 

Results of analytical studies should include the predictions of 
the arc profile, cross-sectional shape, and local temperature dis-

Contributed by the Heat Transfer Division of THE AMKKICAN* 
SOCIETY OF .MECHANICAL ENGINEERS and presented at the Winter 
Annual Meeting, Los Angeles, Calif'., November 16-20, 1969. 
Manuscript received at ASME Heat Transfer Division, Jiilv 10, 1909. 
Paper No. G9-WA/HT-59. 

tribution as functions of arc current and main-stream velocity. 
Present analytical treatments of this configuration have treated 
the arc as a one-dimensional or quasi one-dimensional problem 
(e.g., survey of [1]'). The particular formulations and assump­
tions imposed have generally neglected the azimuthal (or lateral) 
dependence of all variables (e.g., in cross section, the arc is as­
sumed to be circular or quasi one-dimensional wedgelike). The 
results of recent quantitative experiments, at constant, low 
velocity and at low currents [2, 3], have shown the cross-sectional 
shape and local temperature distribution to depend significantly 
upon the azimuthal location. The results of [2 and 3] have indi­
cated the analysis of the crossflow arc to be properly a three-
dimensional, or at the simplest, a quasi two-dimensional problem. 

The most detailed analysis presently available is found in [4 
and .">]. Here a gaseous, quasi-neutral conductor in steady flow 
at low Mach number is considered. External magnetic fields are 
not applied; self-magnetic field is assumed to be negligible. The 
plasma is assumed to be circular or one-dimensional wedgelike in 
cross section. All quantities except electrical conductivity are 
assumed to be constant with temperature; the temperature de­
pendence of electrical conductivity is represented by the linear-
discontinuous model. The results of the analysis include: 

1 The effect of curvature (in arc profile; increases the tem­
perature gradient upstream of the center of the arc with respect to 
the gradients downstream of the center. 

2 The maximum temperature occurs slightly upstream of the 
center of the arc. Along the mirror plane of symmetry in cross 

1 Numbers in brackets designate References at end of paper. 
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section, the experiments of [2 and 3] are in qualitative agreement 
with the analytical predictions. 

Analogous difficulties are introduced into the experimental in­
vestigations. The absence of circular symmetry in cross section 
requires the plasma to be observed at many different azimuthal 
positions. The resulting integrated intensity distributions of, 
say, arc radiation must be inverted to obtain the local distribu­
tion of emission coefficients from which the local temperatures are 
obtained. In [2 and 3j, this was accomplished for the first time 
(the inversion method of [0 and 7] was employed), permitting 
the quantitative determination of local temperatures within the 
crossfiow plasma. The experiments of [2 and 3] were conducted 
at constant, low main-stream velocity (U = 43.8 cm/sec), with 
current over the range 17.2 < / amp < 34.1; the electrode spacing-
was maintained at (1(3 mm. The tests were conducted in argon 
at 1. t a t m. 

The experimental results indicated the plasma cross section (a) 
was noucircular, with the major axis in the flow direction and (6) 
contained a central portion (a core), generally circular, well 
shielded from the main-stream flow, and an outer region, non-
circular, in which convective interchange of energy occurred. 

The experiments described herein extend the work of [2 and 3] 
to incorporate the effects of both main-stream velocity and 
(higher) arc current as parameters. Tests were conducted over 
the following ranges: 

1 At constant current (I = 60.3 amp), U = 0, 41.8 < U 
cm/sec < 127.0. 

2 At constant velocity (U = 41.8 cm/sec), 42.5 < /„,„,, < 
80.8. 

Electrode spacing was maintained constant, at 11.2 mm, for all 
tests. The experiments were conducted in argon at 1.1 atm. 
Local temperature distribution within the plasma was obtained 
in a horizontal plane about middistant between the electrodes 
(4.94 mm above the anode ). 

Reported herein are steady-state characteristics of the crossfiow 
arc (including local temperature distribution, cross-sectional 
shape, and arc current and voltage). Operation under oscillatory 
modes [8j, observed here at certain conditions, is not discussed. 

The experiments have indicated a profound effect of velocity 
upon the local temperature distribution (and cross-sectional 
shape). As velocity was increased (with current maintained 
constant), the plasma cross section (and local temperature dis­
tribution) changed from that associated with a heated, blunt 
body to that of a heated, highly streamlined body. As current 
was increased, while maintaining a constant main-stream velocity, 
behavior somewhat similar to that found in [2 and 3] was ob­
served. However, as a result, of the higher current levels at 
which the present series of experiments were conducted, jet 

effects from the electrodes resulted in generally noucircular iso­
therms even within the core. 

Experimental Facilities 
Arc Tunnel and Accessories 

The test facility was an open circuit tunnel consisting, basically, 
of the (bottled) gas supply and manifold, tunnel settling chamber, 
entrance flow passage, test section, and exit section, Fig. I. The 
cross section of all flow passages were identical: l '/s in. X l'/s 
in. Appropriate meters and valves were installed to regulate the 
flow and pressure level. 

The power supply consisted of two direct current (selenium 
rectifier) welders across which extensive capacitive filtering was 
employed to reduce the ripple to about ±0 .1 percent with a re­
sistive load. To avoid touch starting of the arc, with the resul­
tant, contamination of the flow as well as possible damage to the 
electrodes, a high-frequency starter was employed, Tig. 1. 

The test section, Fig. 2, was 12 in. long and could be located at 
several axial stations. The tests were conducted with the test 
section positioned as shown in Fig. 1. The test section was 
made of aluminum and suitably 0-ringed and gasketed. The top 
and bottom walls were water-cooled. A 9-in. window was in­
stalled in one side wall; the window length was selected to permit 
viewing of the plasma over a wide range of azimuthal angles. A 
black anodized aluminum insert was inserted into the rear side 
wall. A viewing port was placed in the top wall for observation 
of the plasma from a rearwardlike direction. 

Both electrodes were water-cooled. A 90-deg, conically tipped 
(OFHC) copper anode insert (0.250-in. base dia) and a tantalum 
cathode insert 3/4-in. overall length were employed; a l/r-m. length 
of the cathode was 0.188-in. dia, while the remaining section was 
machined to a diameter of 0.080 in. with a 90-deg conical tip. A 
cylindrical notch (0.010-in. depth, 0.030-in. length) was machined 
in the smaller diameter section, 0.180 in. from the end. This 
notch was used as a reference for determination of spatial location. 
Both electrodes could be positioned continuously in the tunnel. 

The arc tunnel arrangement is described in detail in [2, 3, and 
91. 

Optical System 

Arrangement. The optical system employed, Fig. 3, permitted 
simultaneous observation of the plasma at 12 known azimuthal 
locations. The system was designed subject, to the following 
constraints: 

1 All 12 images must be in focus for any given camera setting. 
2 Overall magnification to be as large as physical conditions 

permit (M = 0.46). 
3 Images to be observed in a common horizontal plane con­

taining the electrode center line. 
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4 PrcscIH:e of field stops be-minimizcd (this requircmcnt re­
sulted in tL eamera set ting of [/32 for all data). 

The optimal system contained three compollcnts: 

1 Primary Mirrors. This Bet of 12 front slll'faee mirrors was 
suitably alignod to view thc plasma at known azimuthal angles 
(determined to within ±O.l deg, Fig. 3(c)). Eleven of these 
mirrors were oriented in a GOll1mon horizontal plane. The 12th 
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mirror, which ob~erved the are from a renxwardlike jlo,it ion 
through the viewing port in the upper window, was not OI'il'lltl'd 
in the same plane as the other mirrors; this mirror was HRed to de­
termine t he existence of the mirror plane of symmetry. 

2 Secondary ~[irrors. The function of these (front smiace) 
mirrors \"as to cOlllpaet thc images of t he plasma for plaePIlH'll1 
upon a 4-in. X 5-in. negative. 

3 Deteetor Arralll!;cment. The grollping contained (0 1 the 
camera, (b) a narrow band optical interference filter (centered 
at abont 44;i4 llllgstrorns at normal (zero <leg) ineidenc(': !l.;) 

angstroms bandwidth l. 

Typical phot ographs of the plasllltl as viewed through the 
optical system fire shown in Fig. 4. Belo\\' each image is sc('n the 
calibmtioll data appropriate for the opti('s and film ass()('iatCd 
with that image. 

The arl'i111gemellt developed i." t!w.', approximately equiy,,J('nl 
to the simultaneons use of 12 monochromators . 

Calibration. Qnanlitative detennillation of the temperat\\l'C 
distribution withillthe plasma resulted ill the requirement ,,1' nIl 

ahsolnle calibmtion of the optical system and film. Usi!l!!!t 
t ungsten."trip lamp, this calihration Wtl.' performed for 11 opt it'al 
paths (each optical path was desigrmted by [\ number asso(,iated 
with a given primary mirror). Here the term optical path 
de,;ignates the sequem:e traversed by light during passage from 
t he source to the film. This includes: emission from the ,,,Ul'ce 
(ealibrationlarnp or arc), transmis;;ioll through test sectioll ",in­
dow, reHection from primary and secondary lllitTor,;, transmi."ion 
through the filters and camera lens, and impingement npoll the 
film. 

Transactions of the ASME 

Downloaded 04 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



, t t
'#11 U.. ~'I ..: .., ",::- it. I

0"
,

t tII"

'"~ .. "" "I'.,' ." ...

~ ''',
,

0>

t ...." :v
:>

ANODE
ATHODE
AL.OATA

60.3 AMP.
0.0 CM/SEC

00
,.S
,.0
.l!>
.7
.6
.5
.4

; .3

'"~ .2
o

.1

o

I [ I
o 2 4 6 a '0

CHART PAPER. DISTANCE - x~

ARGON--FLOW

\

JWN433

~ MIRROR NO.4

I I
,1. 14 /5

- (INCH)

RUN 427

Fig. 5 Densitometer traces of arc

IlUN "133
M'RROR NO. 12-

./

00
1.5
/.0
.a
.7
.6
.$

.4

I 1 I I
o :. 'I- 6 & ,0

CHART PAPER DISTANCE - )(~- (INCH)

60.3 AMP.
94.7 CM/SEC

l' ~ ~....
till Iii''"::- 4

2"., ,.. :;-
~ ~

0 I~~II
.~# :- lUI

1'111.) "
4 :\

,,,...........
,.

oS>

~ ...
"" ,'l-
S

RUN 431

Fig. 4 Optical !lelds of 12 mirror systems as seen by camera

Ten ealihralion data poinb were plaeed on the film for eueh
opt ieal path. (Lens set t ing and e:qloslll'e times were the sarne
for both ealibration and lest data.) From reported speelral
emissivilies for tungsten [1.0] and from the known charaeteristies
of t he opt ieal pyromel er nsed 10 measnre brightneos temperal.llre
[11], the calibration eurve for eaeh optical path was eonstrueted.
Bcans wi t h a mierodensi tometer were nsed 10 oht ai n the measured
val lies of film density or darkening.

Wi I h the eonstruetion of I he It!loolut e ntlihrat ion eurve for eaeh
uptical path, the absolute magnitude of any point in the inte­
gn~ted intensity distribution of :,1'<: radiation WI,S determined
through illversion of the ealibrat ion p)'(wedlll'e.

Data Reduction. For eaeh run, milTodensitometer seans of the
plasma, in conjunet iou wit h the l'alibration curve, yielded the
ahsolute magnitude of the integrated intensity distribution. All
S('ans were nbtained in the same horir.ontal plane, 4.94 mm above
the allode. The slit dimen.'iions for I he densitometer scans were
fl." mm height by 10 mierons width. Typieal sca.r~~ are shown in
Fig. ?i,

The loeal distribution of emission ('oeffieients was o/Jtained
using the inversioll rnethod of [61. The method required the
plasma t.o contain a mirror plane of symmetry; the lower portion
"f Fig. " indicates this reqniremellt was sal isfied in t.he experi­
Inent. The proeedure of [6J abo required data input. at equal
ineremenls of ar.imuthal angle; this was aceOlllplished with the
t.hree-point. int.erpolation method of [12J.

Wit h the emission coefficients uow kuown, the local dist.ribll­
ti.on of temperat1ll'e was calculated using t.he simplified (fre­
([uency-independent) form of the Kramers-Unsold equatiou for
cOIlLillllUIll radiation. For the case of atmospheric (coaxial)
ilrgon plasmas, operated in the sallle current range as described

herein, deterrniuation of temperatures aceording to continuum
and line radiation were in agreement. to within about. ± 150 K fOl·
plasmas having center-line t.elnpemtures about 10,000 Ie [13,141.

The results of the compntations are presented in the form of
(computer-ploUed) isotherm dist.ributions at each operating
condition.

For atmospheric argon plasmas and for wavelengths in the
range used (about 44;j4 angsLroms), there is negligible self­
absorption [13J. Further, as noled earlier, the plaSllut WHS ob­
served to contain a mirror plane of sYlllmetry in cross seel.ion.
Under these conditions, it can be shown the local temperat1ll'e
distribnlion can be obtained by observation of the pln'nH,
through bnt one (90 deg) quadrant [2,3]. Aecordingly, the re­
sult.s reported herein were obtaiued llsing data fro III III irro n; 4-12
only, Fig, 3,

Beans of the argon spectrum indicated the ~,bsence of si nll\g
argon lines over the range of ineidence angles to the interferenee
filter.

The optical system is described in detail in [2, :3, and 9].

Uncertainty in Arc Temperature

The accumcy of the optical pyl'Ometer was about ± 1/2percent
at about 1600 C and about ±"/. percent at about 2100 C. Mea­
surements were repeatable to within ±1 percent. These sources
of errol' result in an uncertainly of about ± 110 K in arc tem­
perature.

The uucertainty ill the absolute magnitude of the speelral
emissivity of the tuugsten ribbon ca.libratioillamp is expected to
not exceed ±3 percent; [151. This yields an uncertainty in arc
temperature of about ±:j.j 1(.

Uneertainty in the chal'>1cl.eristics of the uarrow band oplil'al
interference filter were a maximum of ± 10 percent at a given
angle of incidenee. This results in an uneertainty of about ±80
K inlUG temperature.

Various factors in the inver~.ion method nmy be seleeted over a
range of values. Computer st.udies of the elrects of variatioll of
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these fa"to!':'i [2, ::lJ indieate that these inflnenee the resnlting
temperatures by a maxilnlUn of ±20 K.

The foregoing, together with uneerlainties associated with
applieation of the Kmmers-(Jnsold eqnation, indicate that the
temperatl11'es are determined to within about ±400 K.

Discussion of Results
The experiments were eondueted over the follO\\'ing muges:

(a) at COll.'itant mlrrent (f = GO.::l amp) U = 0, 41.8 ~ [f"",/.,." ~

J27.0, and (b)at constant velocity (U = 41), cm/see), 42.5 ~ l"mp
~ 80.8. Electrode spacing was maintained constant, at 11.2 mm,
for all tests. The experiments were conducted in argon at 1.1
atm. Local tempemtme distribution within the plasma was ob­
tained in a horizontal plane abont middistant between the elec­
trodes (4.D4 nun above the anode).

Views of the pla"ma, from nearly right. angles to the flow
(mirror 4, ~ = 8.9 deg (refer to Fig. ::l)), are shown in Fig. 6 for
eaeh opemting eondition. The effect" of foreed conveetion (verti­
cal column) and of ai'<: Cl11'rent. (horizontal row) can be seen
qlIalit.atively.

Consider convection at constant current:. At zero flow, the
confignration contains cusps on both upstl'eam and downstream
sides. These probably originate as a result. of the jet effects due
to the clectrodes and become more prououneed as e11l'rent is in­
creased (for this config11l'ation, eusps are not observed at relatively
low elu'l'ents--Iess than about 20 amp [2, iJ]). The plasma does
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Fig. 7 Isotherm distribution

not appeal' quite synullet.rieal in the direction of flow (also refl'r
to the npper portion of Fig. 4): A line conneeting the ends of the
ensps is inclined at an angle with respect to the horizontal.
Since, in opemt.ion, the tip of the eathode is observed to melt
and form a molten spherical layer upon whieh the plasma at­
taehes, any slight misalignment of j he attaehment eoulcl pl'Odw'e
the observed asymmetry.

The initial effeet of fOl'ced eonvection (U = 41.8 em/see) is
primarily to defiect the npstream eusp in the fiow direction;
relatively little defiection of the plasma as a whole IS

experieneed. For all higher velocities, foreed eonvection results
in pronounced defleetion of the plasma in the direetioll
of flow.

Based upon the foregoing, it would be expeeted that (a) the
isotherm distribution at zero speed wonld not be completel!'
symmetrical, (li) at higher speeds, forced eonvection could
significantly influence the ternpemtme distribution within the
plasma, and (c) at. U = 41.8 cm/sec, II transition region Gould be
found.

Consider the effects of arc current at constant main-stream
velocity. As the cmrent is increased the are shape is seen to rl'­
sernble more that found at zero "peed. In efIeet, then, as the arc
eurrent is inereased, the are would be expeeted to become "stiffer"
Iii], less sensi tive to foreed eonveetion. At 80.8 amp, both up­
stream and downstream faeing cusps are found (in the preselll'c
of fmeed eonveetion): a pronounced inclination of the line con­
necting the cusps is seen.

The iufluenee of foreed eonvection (at constant eurrent) upon
the isotherm distributions is shown in Figs. 7-11.

At zem speed, Fig. 7, the isotherms are approximately eirculnr
within a "core" (to about 10,200 K), and distinetly noneireular
in the outer portion. The absenee of extensive eireular symmetr!'
is probably the result of the jet eHeets noted earlier. At U ~,

,11.8 em/see, Ii'ig. 8, the plasma has undergone initial defleetioll;
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the upstream facing cusp has been forced downstream (refer also 
to Fig. 6). The isotherm distributions show the initial develop­
ment of the characteristics observed with forced convection. 

For all higher velocities, U > (55.7 cm/sec, Figs. 9-1 J, the 
effects of forced convection become more pronounced. Consider­
ing an isotherm to characterize the dimension of the plasma (e.g., 
T = 9700 K), the cross section is readily found to become in­
creasingly elongated in the direction of flow and progressively 
shorter transverse to the flow (8 = 90 cleg) as the velocity is in­
creased. The isotherms for U = 05.7 and 94.7 cm/sec, Figs. 9 
and 10 become broader, or wider, along the downstream portion 
(90 deg < 8 < 0 deg); these suggest the case of flow in the wake 
of a heated body (e.g. [16]). Circular isotherms are present to a 
relatively small degree at U = 65.7 cm/sec (to 10,100 K) . The 
isotherms at U = 94.7 cm/sec are noncircular in a core region. 
At the highest velocity tested, U = 127.0 cm /sec, all isotherms 
are highly elongated in the direction of flow. 

Defining the center of the arc as the location, along the mirror 
plane of symmetry, midway between the intercepts of a charac­
teristic isotherm (e.g., T = 9700 K), the temperature gradients 
upstream of the center are found to be greater than those down­
stream for all cases. For all finite velocities, the maximum tem­
perature was located upstream of the center. Both results are in 
agreement with the analysis of [4 and 5]. Along the mirror plane 
symmetry it would be expected that azimuthal influences would 
be minimized (but. not necessarily negligible). At the highest 
velocity, U = 127.0 cm/sec, the maximum gradients were trans­
verse to the flow (6 = 90 deg); at the lower velocities, the maxi­
mum gradients were in the range 120 deg < 9 < 180 deg. 

The results of these experiments indicated forced convection 
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exerts profound influences upon the crossflow plasma; Ihe effects 
include: 

1 Change in the isotherm distributions from those associated 
with flow about a heated, blunt body to those about: a heated, 
highly streamlined body. (The characteristic; axial dimension 
increases and the characteristic transverse dimension decreases 
as velocity is increased.) 

2 The isotherms generally become highly noncircular, with 
the major axis in the direction of flow. (Circular isotherms may 
be found over a relatively narrow range of conditions.) 

3 Maximum values of the temperature gradients are not 
located along the mirror plane of symmetry; for high velocities, 
the maximum gradients are found in the transverse direction. 

The effects of arc current (at constant velocity) upon the iso­
therm distributions are shown in Figs. 12, 8, and 13. The in­
fluence of convection is most pronounced at the lowest current, 
I = 42.5 amp, Fig. 12; the characteristics of the isotherm dis­
tribution are similar to those described earlier for U = 65.7 
cm/sec, Fig. 9. As the current, is increased, the arc is expected 
to become larger; this is observed upon consideration of a charac­
teristic isotherm. The increased shielding of the plasma from 
the flow, as the current is increased, is also seen in Figs. 8 and 13 
in the tendency for the isotherms to become more uniform up­
stream and downstream. It is important, to note, however, that, 
circular isotherms are not generally found at the highest, current 
(I = 80.8 amp) probably as a result of the jet effects described 
earlier. 

As a result of the combined influences of forced convection, jet 
effects, slight misalignments of the jets, electrode design, etc., 
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noneircular isotherms may lie expected to be present to a sig­
nificant degree even at relatively high currents (for a given 
velocity). 

A representative arc voltage-current, characteristic (at con­
stant velocity) is shown in the upper portion of Fig. 14; the varia­
tion observed is typical for such arc plasmas. Arc voltage as a 
function of velocity (at constant current) is shown in (he lower 
portion of the figure. As a first approximation, the increase in 
voltage with velocity may be associated with (he larger deflec­
tions of the plasma which occur as the velocity is increased. The 
relatively small changes in voltage observed at the lower veloci­
ties are consistent with the visual observations of the plasma, 
Fig. 6. 

The maximum arc temperature as a function of current (at 
constant velocity) is shown in the upper portion of Fig. 15, and 
as a function of flow velocity (at constant current) in the lower 
portion of the figure. The increase in arc size with current, 
previously noted, and the observed increase in temperature with 
current are each consistent with analytical studies of coaxial 
plasma (e.g., [17]). The relation observed between arc current 
and velocity comes about, as the result: of the coupled interactions 
of the effects of plasma area, arc current, and voltage, and ve­
locity. Reduction of the cross-sectional area- (and arc volume) 
would tend to increase arc temperatures (maintaining other 
parameters constant). Further, as the velocity is increased, con-
vective interchange is increased (maintaining other parameters 
constant); this would compress the isotherms, effectively reducing 
the cross-sectional area, thus resulting in an increase of local tem­
peratures. The relatively rapid decrease of the cross-sectional 
area (characterizing the plasma by an isotherm, e.g., T = 9700 K) 
with velocity (for U > 05.7 cm/sec) suggests thai this is a pri­
mary factor in the observed increase of arc temperature in this 
regime. The relatively high temperature at zero speed probably 
is the result of the opposing influences of a somewhat large cross-
sectional area (tendency to reduce temperatures) and the ab­
sence of through-flow (tendency to increase temperatures). The 

20 10 SO 80 100 12.0 

ARGON FLOW V6LOCITV C C M / S E C ) 

F ig, 15 M a x i m u m electron temperature 

temperature at U = 41.7 cm/sec probably represents a transition 
condition. 

Conclusions 
The experiments have shown that, forced convection (at con­

stant arc current) exerts a profound influence upon the crossflow 
or blown arc. As the velocity is increased, the isotherm distribu­
tions and cross-sectional shapes change from those associated 
with the flow about a heated, blunt body to those about a heated, 
highly streamlined body. At high velocities, forced convection 
appears to completely penetrate the entire plasma, in the sense 
that none of the isotherms are circular in shape. The cross sec­
tion is clearly noneircular, with the major axis in the direction of 
flow. As the velocity is increased, the major axis becomes 
elongated and the transverse dimension is reduced. 

Although the effect of increasing current (at constant velocity) 
is to shield a central core region from the flow field, the isotherms 
(and cross sections) do not generally become circular at the higher 
currents; this comes about as a combination of the influences of 
the electrode jets, slight misalignments of the jets, electrode de­
sign, and velocity. 

The experiments indicate clearly that future analytical studies 
of the crossflow arc must consider the azimuthal dependence of 
the parameters. 
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Multiple Scatter: Comparison of 
Theory With Experiment 
In the solution of the transport equation for scattering media it is usually assumed thai 
the particles scatter independently, and that polarization effects may be neglected. The 
validity of these assumptions has been here tested by measurement of the bidirectional 
reflectance and transmittance of suspensions of monodisperse polystyrene spheres 
confined between two parallel glass slides, followed, by comparison of the results with the 
values predicted from theory. For the range of conditions studied--particle diameters 
of 0.106 and 0.530jx, wavelengths of 0.436p. and 0.546fi, and optical thicknesses of 0.25-
3000—the agreement between theory and experiment is excellent. 

Introduction 

INTEREST in problems as diverse as the transmission 
of solar radiation through the atmosphere and the oceans, the re­
flectance of pigmented surface coatings, and the conductance of 
powder or fibrous insulators has generated an enormous literature 
on multiple scatter through heterogeneous media. Most of this 
literature is devoted to the mathematics of solving the transport 
equation, or to a comparison of rigorous solutions with approxi­
mations such as the two-flux method rather than to an experi­
mental determination of the range of applicability of available 
theory. 

This paper presents complementary experimental and theoreti­
cal studies of the radiative properties of unidimensional suspen­
sions of uonabsorbing but scattering spheres having perimeter-to-
wavelength ratios in the range of practical interest and disposed 
in layers of thickness embracing both single-scatter and multiple-
scatter phenomena. The transport equation used (see Appendix) 
does not include the effects of polarization, allowance for which 
would necessitate introduction of the Stokes parameters [I] .1 It 
is further assumed that the values of the absorption and scatter co­
efficients and of the phase function can be determined from the far-
field single-scatter contributions of the individual particles with­
in a unit volume—contributions given for spherical particles 
by the Mie equations [2], This last assumption is justifiable 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division of THE AMERICAN 

SOCIETY OF MECHANICAL ENGINEERS and presented at tlie Winter 
Annual Meeting, Los Angeles, Calif., November 16-20, 1969. Manu­
script received at ASME Headquarters, Julv 28, 1969. Paper No. 
09-WA/HT-44. 

when any volume dv large enough to contain many particles is 
still small compared to the system dimensions and when the par­
ticles within dv are far enough apart to act as independent scat­
tered. The objectives will be twofold; first, to test the validity 
of the assumptions regarding polarization effects and independent 
scatter and, second, to develop confidence in ability to predict 
the radiative properties of a well-defined scattering system en­
tirely from theory. For the range of conditions over which the 
assumptions hold, the radiative properties of a scattering slab 
are defined entirely by the refractive indexes n„ and n„, of the 
particles and the dispersion medium, the perimeter-wavelength 
ratio ird;\ where (/ is the particle diameter and X is the wave­
length (conventionally measured in vacuo;, the number Ar,, of 
scattering particles per unit volume, the slab thickness L, and 
the refractive index variation at the boundaries of the slab. 

Previous attempts to compare experiment with theory include 
those by Woodward [3] and Smart, el al. [4|. In both these 
studies, the bidirectional transmitlance of latex particles was 
compared with values calculated using the flartel approximation 
[">]. Good agreement between theory and experiment was ob­
tained for optically thin systems, but the agreement became pro­
gressively worse as the optical thickness was increased. The lack 
of agreement at- large optical thickness is due to error introduced 
by the flartel approximation which, in the limit of an optically 
thick medium, predicts that the transmit lance of a uonabsorbing, 
scattering slab approaches 0.5 rather than its true value of zero 
[6]. An additional uncertainty is introduced in Woodward's re­
sults by his neglect of the interface reflectance present in his 
experiments, a problem which was recognized by Smart, et al., 
and compensated for by a clever modification of their test cell. 
No reference will be made here to the semiempirical two-flux or 
Kubelka-Munk approximations since the effective scatter coef-
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ficients in these cannot be quantitatively related to the scatter 
cross section and phase function of a single particle but can only 
be determined experimentally. 

Experimental Apparatus 
Test Cell. The test cells were constructed from parallel 

standard microscope slides cemented with epoxy resin to a Incite 
frame. The cell faces were 5 cms sq, and the clearance between 
the inner glass surfaces was varied from 0.05-0.20 cms. The 
thickness of the slides was O.lo cms. 

Particle Suspensions. The particles studied were 0.106 and 
0.530/a dia polystyrene latex suspensions produced by the Dow 
Chemical Company. The particle diameters, determined from 
electron micrographs, differed by 3-0 percent from the values 
supplied by the manufacturer. The suspensions were diluted 
with dcionizecl millipore-filtered distilled water to the de­
sired concentration range. The exact, concentration was deter­
mined after a multiple-scatter ran by evaporating under reduced 
pressure a known volume of the suspension and then weighing the 
residue. 

light Scattering Equipment. The bidirectional reflectance and 
transmittauce were measured for the case of normal incidence 
only. The scattered radiation in this stud}' is therefore inde­
pendent of azimuthal angle, and its directional distribution can 
be obtained by a traverse in a single plane. The equipment con­
sisted of (a) a mercury arc and optics to produce an unpolarized 
beam of 0.76-deg divergence and 0.12 cms image diameter at the 
sample cell, (6) an RCA 931A photomultiplier, and (c) optics to 
confine the received beam to 0.60-deg divergence angle. The 
stale of polarization of the scattered radiation was measured by 
use of a Polaroid HN22 polarizer. The area viewed by the collec­
tor along the normal was 1.6 cms in diameter; it was made 
larger than the irradiated area in order to collect all the energy 
scattered in a given direction. Details of the equipment may lie 
found in reference [7]. 

Mathematical Formulation 
Determination of Scatter Coefficients. The Mie equations were 

used to evaluate the scatter cross section C't and phase function 
for the different values of ird/(\/nw), where (\/nw) is the wave­
length in the aqueous dispersion medium, and for a refractive 
index ratio equal to np/n,„ that of polystyrene to that of water 
at the wavelength in question, (ra's were interpolated from values 
in reference [8].) The scatter coefficient Ke was then equated to 
j\pCe. Polystyrene is nonabsorbing in the visible, and the ab­
sorption coefficient is therefore zero. In order to simplify the 
solution of the transport equations the phase functions p(Q) cal­
culated from the far-field Mie equations were fitted by Legendre 

n p =1.59 -1.61 
n = 1.5 

n = 1 

nw=1.34 

Fig. 1 Traces of contr ibut ions to reflectance and transmit tance by beams 
that have been scattered once 

polynomial series, (i and 1-1 terms being used for the 0.106/j and 
0.530/J particles, respectively. 

Solution of Transport Equation. The transport equation was 
solved by the method of discrete ordinates (discrete conical 
sheets for polar symmetry) modified to allow for the double re­
fraction and multiple reflection occurring at the glass interfaces 
of the test cell, Fig. J. 

General descriptions of the method are available in the litera­
ture [1, 9-11]; a summary of the method and a description of 
the treatment of the two-slep change in refractive index at the 
boundaries are discussed in the Appendix. Based on the results 
[10] of an earlier study of the effect of number of ordinates on the 
accuracy of the calculated transmit.tauc.es and reflectances, the 
scattered radiation from a volume element containing 0.106/U 
(0.530/j) particles was assumed to be concentrated into 20(40) 
discrete conical sheets. 

Results and Discussion 
Single Scatter. Previous investigators have observed discrep­

ancies between the effective scattering diameters of particles and 
that observed in electron micrographs [12|. Single-scatter 
measurements were; therefore performed to check the particle 
diameters in the particle suspensions as received. The measure­
ments on optically thin suspensions of particles in a cylindrical 

•Nomenclature-

ak = weighting factor in Legendre 
polynomial series 

C = scatter cross section of a particle 
d = particle diameter 

i{6) = Mie scattering coefficients; 
'i±(@)> perpendicular com­
ponent; i\\(d), parallel com­
ponent 

Ks = attenuation coefficient due to 
scatter 

/, = slab thickness 
m = number of terms in Legendre 

polynomial series 
n = refractive index of medium rela­

tive to vacuum, np = refrac­
tive index of particle, nw = 
refractive index of aqueous 
phase of dispersion 

Ar = number of abscissas used in in­
tegration formula 

Ar
p = number of particles per unit vol­

ume 
p(Q) = phase function, normalized in­

tensify distribution for single 
scatter 

Ph(p) = A'th Legendre polynomial 
PVC = percent volume concentration of 

particles 

Q(S) = scatter energy flux at angle d 
R = hemispherical reflectance, liD = 

diffuse component of hemi­
spherical reflectance 

T = hemispherical transmittance, TD 

= diffuse component of hemi­
spherical transmittance 

v = volume 
Wj = weighting factor in integration 

formula 
6 = angle between scattered and in­

cident beam, polar angle 
O = angle between reference beam 

and inscatlered beam 
X = wavelength measured in vacuo 
p = reflectance of water-glass-air in­

terface system, pi = reflec-
t ivity of water-glass interface, 
p-2 = reflectivity of glass-air 
interface 

p. = cosine of polar angle 

T = optical depth in mean free paths, 
TI = K.L 

fi = solid angle 
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Fig. 2 Mie scattering coefficients, ij.6) and i'||(0), for 0.106/j dia spheres. 
Upper pair of curves, X = 0.436.U, n;,/n„ = 1.19, jrd/(X/n«) = 1.024; 
lower pair, X = 0.546ft, n,,/nw = 1.20, ird/(X/n„) = 0.815. Data points 
experimental results, solid lines theoretical. 

cell were corrected [13] for reflectance at, the cell walls and then 
used to calculate the Mie scattering coefficients, i±(9) and i\\(0). 
These are so defined that, for an incident, beam of unit intensity 
and small divergence, the rate Q(6) at which energy is scattered 
into a small solid angle about, 6, per unit solid angle of the incident 
and scattered beams, is given by 

Q(0) = ( 1 / 2 ) ( A / 2 T I - ) 2 [ * ± ( 0 ) + i0)) 

The values of i±(d) and i\\(0) calculated from the scatter mea­
surements are compared with the predictions of the Mie equations 
in Figs. 2 and 3 for the two particle sizes (d = 0.106 and O.o30/i) 
and the two wavelengths (X = 0.436 and 0.546/n) studied. The 
agreement, between theory and experiment, is considered to be 
good, the small discrepancies resulting from a combination of the 
following factors: 

1 The spread in particle sizes. 
2 The finite bandwidth of the monochromatic filter (65A at 

half-peak transmission). 
3 Finite source (0.76 deg) and collector (0.66 deg) angles. 
4 Any difference in the effective diameter for scattering and 

that observed in electron micrographs. 

o Spurious scatter introduced by the apparatus, which be­
comes significant in the angular regions in which the scattered 
intensities are very low. 

Estimation of the errors introduced by the different factors 
indicates that the spread in particle sizes (factor 1) is largely 
responsible in this study for the deviations between theory and 
experiment. (Failure to have adjusted the particle size from that 
reported by the supplier to that given by the electron microscope 
would have produced unacceptably large deviations.) 

Multiple Scatter. Measurements were made of the directional 
distribution and stale of polarization of scatter by nonabsorbing 
particles for perimeter-to-wavelength ratios of 0.81-0.1 and opti­
cal thickness A',,L(=ri) of 0.25-3000; the fixed parameters were 
particle refractive index (l.">9-1.61), refractive index of the dis­
persion phase (1.34), and the refractive index of the confining 
glass slides (l .o). 

Polarization effects were found to be small, as illustrated in 
Fig. 4, in which the components of polarization of the bihemi-
spherical transmittance and reflectance are presented for the case 
of normal incidence for two optical thicknesses. (An abscissa 
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of sin2 8 is selected to give equal-area weightings to equal energy 
increments.) Theoretical values, containing no adjustable 
parameters but. based on the assumptions that polarization ef­
fects may be ignored and that the particles scatter independently, 
are shown as solid lines; they can be seen to constitute an excel­
lent representation of the experimental values. These results 
support the. conclusion that polarization effects need not be in­
cluded in the calculations of radiative transfer in the presence of 
multiple scatter.2 The minimum distance of separation between 
particles here is evidently large enough to satisfy the criteria for 
independent scatter, which are tentatively suggested as clearances 
between particles exceeding 0.3 wavelengths [13] and clearance-
fo-diameter ratios exceeding 0.4 [13, 14). The consequences of 
closer spacings between particles will appear in a later paper. 

Additional evidence of the good agreement to be expected be­
tween calculated and measured values of the energy scatter is 
presented in Fig. 5 which includes results for two values of ird/\ 
at each of three optical thicknesses. I t is to be emphasized that 
the theoretical development here, unlike the two-flux method, 
contains no adjustable parameters. 

A summary of the results of the integrated diffuse components 
of reflectance RD and transmittance TD (excluding the energy 
spikes along Q = 0 deg and 180 deg) is shown for a particle 
diameter of 0.530> and a wavelength of 0.436/1 in Fig. 6. The 

2 Two polarization effects, however, are noticed in the results. 
The greater magnitude of the perpendicular than the parallel com­
ponent, which is so noticeable when the optical thickness is vanish-
ingly small (see Fig. 2), is still observable though small at, an optical 
thickness of 1.09 (Fig. 4, top half) if observations are made at small 
angles 6. But at large angles (sin5 6 = 1; 0 = 90 deg) the perpendicu­
lar component is exceeded by the parallel one because the boundary 
internal reflectance for the latter component, is less. 

data points correspond to the measured values; nonscattered 
contributions to R and T are omitted from both measured and 
calculated values. The contribution TD to the total transmit­
tance is seen to go through a maximum at an optical density of 
about 3. Similar agreement between experiment and theory was 
obtained for the other particle size and wavelength studied but 
agreement would have been poor if allowance had not been made 
for suspension-glass and glass-air interfaces [10] which trap 
radiation scattered to angles of total internal reflection. 

The foregoing generalizations on the relative unimportance of 
polarization effects in multiple-scatter problems were based on 
results that encompassed the entire range of optical thickness of 
interest and a ird/\ range of O.Sl-o.l. From consideration of 
the state of polarization for single scatter, it is expected that 
polarization effects will decrease with increasing particle size; 
consequently, the generalization of this stud}' can be extended to 
larger particles but there is question as to their validity for 
xtf/A's smaller than 0.81. In order to estimate the error in the 
limit of very small particles, the exact calculations by Coulson, 
et al. [16], on liayleigh scatterers (ird/\ < 0.3) have been com­
pared, for an optical thickness of one, normal incidence, and no 
reflection at the boundaries, with calculations in which polariza­
tion effects were neglected. Fig. 7 shows the differences be­
tween the bidirectional transmittance and reHectance obtained 
with (solid line) and without allowance (dashed line) for polar­
ization; however, the mean transmittances and reflectances as 
given by the areas under the curves are essentially equal for the 
two cases. Thus, under the most extreme conditions, the dif­
ferences between the approximate and more rigorous analysis 
is seen to be restricted to the directional distribution of the 
energy transferred and not. to the total amount. 
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Conclusions 
The radiative properties of particle suspensions in which the 

clearance between particles, assumed uniformly distributed, ex­
ceeds 0.3 wavelength and in which the ratio of clearance to 
diameter exceeds 0.4 may be calculated with confidence from 
theory. The Mie equations provide the single-scatter character­
istics and the solution to the transport equation yields adequate 
allowance for multiple scatter. Polarization effects can generally 
be neglected. 
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A P P E N D I X 
Formulation of Transport Equation and Boundary Conditions 

The transport equation is formulated for the scattered radiation 
component only, with the contribution from the attenuated 
boundary-incident flux treated as an energy source term. On 
this basis and for the conditions of the present study—plane 
parallel dispersions, conservative scatter, normal incidence of 
primary beam, and interface reflection—the equation of transpori 
takes the form 

df(r, n) 

dr 
+ ~ I I(r,n') I p 

2 7 T J - 1 J2,r 
-I(T, ») 

(a) 

(1 - p)e~"r p(0) 

1 — p2e~~'in 4-7r 

(c) 

{Q)d\pdn' 

(b) 

o(l - p )e -< 2 T 1 - T ) p(180 - 6) 

1 - p 2 e ~ 2 " 

(d) 

4ir 

290 / MAY I 97 0 Transactions of the ASME 

Downloaded 04 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



where / (r, p) is tlie intensity of scattered radiation (i.e., exclu­
sive of the transmitted component of the radiation incident on 
the boundaries) at an optical thickness r and an angle 6 with 
axis, p = cos 8, () is the angle between the reference beam and a 
secondary beam of intensity / (r, p'j that is partially scattered 
into the reference beam; \p a l m ¥•' [ u 'e the azimuthal angle and 
the cosine of the polar angle associated with the secondary beam; 
TI is the optical thickness of the entire slab; p is the overall re­
flectance of the air-glass-waler interface system, including multi­
ple reflection within Ihe glass slide. The term on the left-hand 
side of the equation is the rate of change in intensity with dis­
tance, those on the right represent (a) the attenuation due to 
scatter out of the reference beam, (b) the contribution, by scatter 
into the reference beam, from beams that have been scattered 
one or more times, (c) the scatter into the reference beam out of 
the attenuated components of the incident beam, including the 
multiply reflected components, that are directed along the posi­
tive x-axis, and (<l) the scatter into the reference beam of the at­
tenuated components of the incident beam that are directed 
along the negative x-axis. Replacement of the phase function by 
a »i-term Legendre polynomial, integration over azimuthal 
angle, and division of the radiation field into conical streams in 
the directions Pi yields A" linear ordinary differential equations 
of the form 

f - i |~_ = ~ ' ( T > Mi) 
<1T 

+ v S wiI(-T< My) E a,:l'k(Pi)Pk{Pi) 

- P)e~T A 
„2,, - 2 T I Z j 
P

 c t = t 

k=1 

aJMpi) 
4TT 

P ( i - P > - < 2 " - - ) » cifcPftC-Mi) 

p'e k=\ 
471" 

where wj represents the weighting function associated with a 
particular integration formula, and Pk ( ) is the fcth term in the 
Legendre polynomial series description of the phase function. 
The boundary conditions are given by 

KO, px) = p{pdm -M,-) 

Kjl, -fii) = P(Pi)I(Th Pi) 

where p(p,) is the reflectance of the water-glass-air interface for 
the direction (JJ,:) in question; p(p.;) is unity for angles of total 
internal reflectance. The water-glass-air interface reflectance 
p can be expressed in terms of the reflectivities p, and pL> of water-
glass and air-glass interfaces. 

P = 
pi — Jp,p-j 

1 - p,p-, 

where pi and p., are obtained from Fresnel's equation: 

1 
Pi or p> = 

(,r- — cos t 
(n2 

-+- cos a 

I n1 cos («- — s in- 0) ' • 

n- cos (n2 

where for the water-glass interface n equals the ratio of refractive 
indexes of water and glass, and d is the angle with the normal made 
by the beam in the water phase; and where for glass-air interface 
n equals the ratio of refractive indexes of glass and air, and # is 
the angle made with the surface normal by the beam in the glass 
phase. The refraction of the beam across an interface is given by 
Snell's law 

nt s in 9\ = n-> s in Q-> 

The solution of the set of simultaneous equations with the 
foregoing set of boundary conditions introduces no difficulty in 
principle; special attention, however, must be taken to prevent, 
roundoff errors from accumulating for the cases of large values 
of the number of ordinates AT or the optical thickness r . 

The unscattered contributions Tu and Ru to the integrated 
system transmittance and reflectance are given by 

T„ = 
(1 pre 

ph~'lT 

and 

/?„ = p(l + ?'„c-T1) 

To these must be added TD or RD (see Fig. 6) to obtain the 
total transmittance or reflectance. 
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Effects of Gravity and Size Upon Film 
oiling Fro i Horizontal Cylinders1 

The vapor removal mechanism during film boiling on horizontal cylinders has been 
observed over an 81-fold variation of gravity and a tenfold variation of radius. These 
measurements are the basis for an assessment of prior predictions of wavelength. A 
significant low-gravity transition point in the vapor removal mechanism is identified 
and explained. "Best" formulas are recommended for the prediction of the wavelength 
and the minimum heal flux. These depend upon a single parameter which represents 
both size and gravity. 

Introduction 

I: I HIS paper will report the first results of a NASA 
supported study of boiling under variable gravity. -In it we 
shall present new data to test previously predicted bubble de­
parture wavelengths during film boiling on horizontal cylinders. 
This data will embrace a much higher range of size and gravity 
than earlier data have. We shall also consider the minimum 
heat-flux prediction that depends upon this wavelength. 

In f963 Lienhard and Wong [I] 3 developed expressions for the 
behavior of film boiling on horizontal cylinders. On the basis of 
an assumed interface configuration shown in Fig. 1(a) they 
showed that the frequency of bubble departure was the following 
real number,4 (?'w): 

(iu>) = kg PL. 
Pf P, 

ah'' <rk 

Pf + P„ 2 (P/ + PoW 

'A 
(1) 

and they predicted that the dominant wavelength, A,,, during 
film boiling could be obtained by maximizing this frequency. 
The result was: 

'•\A37T 

MPL^Z Pa) 
(2) 

+ • 2ffi2 

1 This work was supported under NASA Grant NGR/1S-001-035. 
2 Present address: Research Assistant, Mechanical Engineering 

Department, University of California, Berkeley, Calif. 
3 Numbers in brackets designate References at end of paper. 
4 Explanations of symbols not defined in context will be found in 

the Nomenclature section. 
Contributed by the Heat Transfer Division and presented at 

the Winter Annual Meeting, Los Angeles, Calif., November 16-20, 
1969, of T H E AMERICAN SOCIETY op MECHANICAL ENGINEEBS. 
Manuscript received by Heat Transfer Division, September 16, 
1968; revised manuscript received June 9, 1969. Paper No. 69-
WA/HT-12. 

(a) ASYMMETRICAL INTERFACE WITHOUT WAVES 

ON THE BOTTOM 

<R+2a)tb-

(b) SYMMETRICAL INTERFACE 

Fig. I m p o s s i b l e conf igurat ions of the l iqu id -vapor interface around 
hor izonta l cy l indr ica l heaters dur ing f i lm bo i l ing 

Finally, they showed that by paraphrasing Zither's [2] and 
Berenson's [3] arguments they could use equation (2) as the 
basis for a prediction of the minimum boiling heat flux, qm\D. 

(0.51o)(0.09) VIs 
2ff 

0(pj 

Pf 

Pf + P, 
P») 

+ 
1 

2R> (Pf + p„)R 

where 'the constant 0.515 was obtained experimentally 

(3) 
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seven data points for isopropanol and the factor 0.09 is Berenson's 
constant. 

The following transformations will put equations (1), (2), and 
(:>) into convenient dimensionless form: We first introduce a 
dimensionless wavelength, 

A = X,A„ (4) 

where \dp is Bellman's and Pennington's [4] value for a flat 
plate, 

X r f , = 

V V(Pf ~ Pg) 
(5) 

We next introduce a dimensionless frequency, 

O = iwk/0 3 (P / - P „ ) ] 1 / 4 (6) 

and we finally introduce a dimensionless radius, 

R'^R/lcr/glpj-p,)]* (7) 

In effect, IV compares heater radius with the wavelength, \<iF 

and its numerical value is 2\/37r when they are equal to one 
another. The square of IV is like a "Bond number" and it 
serves to compare the gravity forces removing bubbles from a 
heater with the surface forces that hold them on. Since such 
dimensionless groups as It' and It'2 have been used by Lord 
Rayleigh and by Laplace before him, they practically have 
their roots in antiquity. We shall simply call It' the dimension­
less radius and honor only its present application. 

Under these transformations, equation (1) becomes 

1 I _t_ 
U ~ V3ALW J { + 21V2 

1 

3ALW2 

PI ~ P, 

Pf + Po 
(ia) 

where in the present applications (pf — p„)/(P/ + pg) en 1 in all 
cases. Equation (2) becomes 

ALW = f^j^ (2a) 

where the subscript LW has been introduced to distinguish the 
Lienhard-Wong results from those of other authors we wish to 
consider. Equation (3) becomes 

(fmin = 0 . 5 1 5 q„unFf(R') 

where qmjue is Berenson's flat plate value 

(3a) 

and 

(Jmuv = 0M>p/tu 

/(ft") = 

aB(Pf - P„) 

L (Pf + P/)2 . 

18 

R'2(2R'2 + 1). 

(8) 

(!)) 

Data [1] in the range of dimensionless radius, R', from 0.017 
to 0.25 showed that equation (2a) predicted wavelengths about 
25 percent too low. In the discussion of [1], the authors pointed 
out that this could probably be improved by including b in the 
calculation. Two subsequent attempts were accordingly made 
to improve the accuracy of equation (2a). The first was by 
Siegel and Keshock [5] who assumed that the interface was 
shaped as shown in Fig. 1(6)" instead of Fig. 1(a), and who 
retained the minimum blanket thickness, 6, in the equation. 
They obtained 

ASK = V/F 2 + (i + b/it) 
(10) 

If is a simple matter to modify equation (2a) for a finite vapor 
blanket. We need only to increase It to (It + b) in equation (2) 
and carry out the nondimensionalization. The result is 

ALW- with 1 + « ) = iW ft'2 

l [2H + b/R)2} 0 0 

While Siegel and Keshock did not evaluate h or make ex­
perimental comparisons, Baumeister and Hainill [6], succeeded 
in deriving an expression for 6 two years later. They used an 
assumption that the heat transfer must be maximum, subject to 
appropriate constraints, and their eonfiguralional assumption 
differed radically from those proposed in Fig. 1. Instead of 
taking the interface to be wavelike they imagined a sequence of 
spherical domes connected by annular passages. They obtained 

...1- ( V l + 6fl'2C + b'RY - A 
\/3V ( VV2(1 + b It)2 ) 

Their analysis also permitted them to compute (1 + b/R); 

(12) 

5 This point might not be entirely clear in reference [5] which in­
cludes both the left-hand sketch in Fig. 1(a) along with the right-
hand sketch in Fig. 1(6). The analysis in [5] is based on Fig. 1(6), 
however. 

-Nomenclature-

a = amplitude of wave during 
film boiling 

6 = minimum thickness of vapor 
blanket during film boiling 

c„ = constant volume specific heat 
of vapor 

g = acceleration of a body in a 
force field 

ge = acceleration of a body in an 
earth-normal gravity field 

htt = latent heat of vaporization 

hft/
+ = corrected latent heat; see 

equation (14) 

i = V - l 
k = thermal conductivity of va­

por; or wave number, 
2ir/Xrf (identifiable by con­
text) 

M = molecular weight 
p = pressure 

pc = critical pressure 
pr = reduced pressure, p/pc 

<P = Parachor, Mal/i/(p, - p„) 
(J, amin = heat flux; subscript min de­

notes the minimum boiling 
heat flux 

5minF = Zither's predicted minimum 
heat flux for a flat plate 

(} , i , ) , = reduced minimum heat 
fluxes, qmiu/a 

R = radius of a cylindrical heater 
It' = dimensionless radius, It/[a/ 

0(P/ - P 0 ) ] ' A 

It" = the ideal gas constant 
Tc = critical temperature 

AT = heater temperature minus 
saturation temperature 

a — correlation factor, ffI/,*pc(0>/ 
M)(8Mpc/3ItoTc)^ 

A, A B U ) dimensionless "most suscep 
ALW/ - = tible" wavelength, \d/\dF-
ASK) Subscripts denote predic­

tions by Baumeister-
Hamill, Lienhard-Wong, 
and Siegel-Keshoek, re­
spectively 

X = observed wavelength during 
film boiling 

\d = most susceptible wave-length 
during film boiling 

X,if = \d for a flat plate, (2-\/37r) 
X V<r/g(p, - pg) 

pj} p0 = saturated liquid and vapor 
densities, respectively 

o" = surface tension 
p = viscosity of vapor 
fi = dimensionless frequency, 

wila/gHpf - p„)]V< 
w = frequency of wave (imagi­

nary for stable waves) 
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Fig. 2(0) University of Kentucky gravity boiling facility (showing test
capsule in access doorway On left side)

Fig. 2[b) Test capsule {showing test heater in center over l·in. marker}

Fig. 2 Apparatus

(l + bill) = exp (:3.65(Jc,utlTIRPvuh!v+j'/4j (1:3)

where h!/ is a latent heat that includes a sensible heat correction

(14)

Experimental observations of the film boiling process are now
needed to facilitate a judgment of the preceding expressions for
A, and to identify any limitations on these expressions. We
shall returu to the theory after having presented the results of
such observations.

Experiment
Boiling was observed in saturated acetone, mcl hanoi, and iso­

propanol in both centrifuge and stationary tests. The centrifuge
and the lesl capsule used are shown in Figs. 2(a) and2(b), respec­
tively. Full detaib of the experiments and a description of the
apparatus are given in reference [71. The data reported here
were all observed on nichrome wires ranging from :32 to 12 gage
in size mounted horizontally (i.e., perpendicular to the gravity
field). (3ravities, g, ranging between 1 and 81 times earth normal
gravity, g" were imposed upon the wires and wavelengths were
observed photographically.

About 2:;:3 dala pllOtographs~severalfor each data point­
permitted us to measure wavelengths for over 50 conditions of
gravity and radius. These wavelengths, although measurable
with an aeeuracy of about :3 percent, exhibited wide variability.
Although most of them were obtained in acetone, several observa­
tions in methanol and i,opropanol were included to insme that
other fluids obeyed the same governing equations.

The heat flux was arbitrarily regulated to some value well be­
low the peak and hopefully not far above the minimum. vVe

294 / MAY 1 970

found that, although Lienhard and v\'ong observed no elIe,·t IIf
heat flux upon II in the range qlq"'in :; 4, it was possible to di,'llirt
the wave aetion and inerease the merging of adjacent bubbh·"
at higher heat fluxes. This is eonsistent with the studies of :\"ishi­
kawa, et al. [8], who observed, not II, but the spacing of bl/bbl",)
leaving wires in water over an eightfold variation of q up t II Ihe
vicinity of the peak heat flux, at R' = 0.14. They found Ihal
bubble spacz'ng inereased about twofold in this range.

Fig. :3 shows six typieal photogmphs of film boiling und"r a
variety of eonditions, arranged in order of inereasing R'. !'('I

us con,ider what we ,ee in eaeh of these:

Fig. 3(0). Careful sCl'lltiny of motion pieLure reeords ii, Ih('
R' range typified by this pieture show, that the Taylor unsl:t1J\('
wavelength briefly appears in the interface in the wake of .1,,­
parting bnbbles. It. is much ,horter than the spaeing bel \\'('('n
the bubbles on the wire and it very quiekly merges into 1}1<'.-e
bubbles. Since the bubbles must grow quite large by sueee,'si\'e
mergers before they have enough buoyancy to overcome I he
capillary forees that hold them to the wire, the bubble sp:u'ing
is mueh larger than II". vVe shall refer to this vapor removal
process, which eall be made out in Fig. ;3(a), as the "bul'!»e­
merger" meehanism. Gravit~, exerts little infiuence 011 Ihe
interface, and Fig. 1(11) might possibly provide a more apl de­
seription of the interfaee than Fig. l(a).

Fig. 3(b). The Lienhard-Wong description fits almost perf(,"lly
here. Transverse surfaee tension, axial surfaee tension, and
gravity are all in good balanee. Vapor removal is aecompli'hed
by the orderly growth of Taylor nnstable waves and their 811"se­
quent eollapse into departing bubbles. We shall subsequ('nlly
refer to this as the "wave-collapse" mechanism of vapor rem!)\·al.

Fig.3(c). The radius is smaller than in ;3(b) but g is larger and
the resultant R' is somewhat higher than in 3(b). The heat lIu:-­
is mueh higher than q"'in and, while a wave pattern is dear, Ihe
wavelength varies along the length of the wire.

Fig. 3(d). The next. value of R' is obtained by subjeet ing a
small wire to a high g. -The wave pattern is again deal' and
faithful to Fig. l(a), but it exhibits almost 2 to 1 variability.

Fig. 3(e). For a value of R' almost equal to unity, the relat ive
diminution of transverse surface tension re,ults in a deteriorat ion
of the form of the wave pattern.

Fig. 3(£) The shaping efIeet of tran,verse surfaee tension i,;
almost wholly lost in this ease and our estimates of wavel"llgth
had to be made mainly from the spacing of departing bubbl",'.

The wavelength data are presented graphieally in dimen"ion­
less forms in Figs. 4 and 5. A tabular presentation of th" I'llW

data is inclnded in reference [7]. Fig. 4 also includes th" low
R' results from Lienhard's and vVong's stationary tests. The
reader should remember as he scans Figs. 3, 4, and 5, that 1I'llile
A inereases Jnonotonically with R ' , II does not. Fig. :3(d), for
example, conesponds with a large A, even though II is low at this
high gravity.

On the basis of the photographic results, we find thai Ihe
Lienhard-Wong description is quite valid in the range O.I'.! :s;
R' < 0.9, but that it deteriorates in the range 0.07 < R' < 11.12.
For R' :; 0.07, the bubble-merger meehanism is eomplet('l.\· in
control of vapor dynamics.

For R' ;::: 0.9, the OI'deriiness of the analytical model no ]onger
exists in reality. Secondary wave motions and misaligUluelll,
tend to disrupt the pattern. Fig. l(a) appears to give "nly
a reasonable first-order description of what is beeoming illl in­
ereasingly complicated phenomenon at larger R ' . 110w('\'er,
we were able to discern ragged waves up to R' > 2.;) and the
Taylor theory still appears to aeeount for the magnitnde of the"e
·waves.

There is some evidence that the limiting value of lid as ).(iven
by equation (2), namely, IIdp, is approximately correet for even
larger R'. Pomerantz [9] measured heat transfer coefficients
during the film boiling of Fl'eon-ll:3 011 '/win-dil1 tubes, !lnder

variable gravity. He also gave three ranges of bubble spar:illgs
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Fig. 3(0) 9

0.0642

1-----1 i".----_..j- - Btu ,
1g" R = 0.0040 in., acetone, q = 51,800 ft 2hr' R = Fig.3(d) 9

0.497

38g" R
Btu I

0.0050 in., aCelone, q = 99,000 ft~hr' R =

9 = 8g" R = 0.0200 in., acetone, q = 40,600 f~:~r' R' =Fig. 3(bl

0.203

9 - -1g" R = 0.0127 in. acetone, q = 41 200 ~ R' =, ft'lhr'
Fig. 3(e)

0.905

.- -

O 0 0
Btu I

26g" R = 0.02 0 in., acetone, q = 6 , 00 ft?f>. R =-Fig. 3(f) 9

1.64

0.0063 in., methanol, q = 132,000 f~~r' R' =Fig. 3(c) 9

0.322

Fig. 3 Vapor removal conflguration lor six typical Cases 01 flIm boiling, in order of increasing (/'

(which probably approximate Taylor wavelengths at his large
W'", and relatively low heat fluxes). They reduce to

A(l?' 2 27) O. ;) to 2. :32

AIR' 4. D'''j) O. D\] to 1 0

MR' ;). \]) 0 6D to I 18

All three of these values seatter widely about A = I, or Ad =
Ad/,. He also claimed an average value of A = 1.1 for his bubble
slmeings, which is eonsisteut with the trend of our wavelength
data. The early photographic study of Westwater and San­
tangclo [10J provide" onc very clear photograph of methanol in
film boiling on a hOl'izontal tube from which we have obtained

A(R' = :UJ:l) = 0.80 to 1.1

Thi" also corroborate.s the trend at large R'. These results are
all probably low by a small but unknown amount because of
fore"hortening, since the waves no longer align in the axial plane

Analysis of Wavelength Results
Let us first consider the three predictions of A: equation

01' (11), equation (10), and equation (12). We have evalu­
:lted (I + b/R) on the computer for acetone, using equation

Fortunately, this expression is only very weakly dependent
Ilpon 6.1' in the ranges of interest. Thus we were able to assume

6.'1' ~ 600 degF with the knowledge that an errol' of 2 or :3
hundred degrees would uot seriow;ly change the predieted value
of (l + b/R). Since this computation is probably not very
precise, it "hould only be viewed as indicative of the influence of
b.

·Fig. () shows i\LW, ASK, and Ami together for comparison.
The contribution of the vapor blanket thickness is slight in this
ease, as illu"trated by the slight difference between the ihw
eurves including and neglecting b. The ASK and ABn eurves
both fall beneath the ALw curves and, as we can "ee in Fig. D,
the data fall on and above AL\\'.

Thus ASK is probably Imsed llpon an erroneo\ls deseription
of the interface---at least in the range R' :.::: OJ)7. i\ more de­
tailed discussiou of A in the !'ange N' < CUl7 will he deferred until
later in this paper. The faet that the Banmeistet'-Hmnill result
is so low probably refleets the comparative crudity of their model
for the configuratioll. They solved a much more complete over­
all heat trallsfer problem and had to make stronger simplifying
assumptions.

The broad variability of the wavelength data in Figs. 4 and
D is explainable if we keep sight of the basie aRSnmption under­
lying the predict ion of both ALI' and ASK. This is the sup­
position that A is equal to Ad' the wavelength for which t.he
frequency, 12, of oseillation i.,; a maximum. -Fig. 7 shows a plot
of 12 agaillst A, based upou equation (la). -This plot sho\Vs that,
the relationship is almo.st neutrally stable over a broad range of
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0.2 0.4 0.6 0.8 

DIMENSIONLESS HEATER RADIUS, R' 

F ig. 4 Exper imental wave leng th on hor izonta l cy l indr ica l heaters—low 
R'range 

A. The narrow range of frequency, il > 0.9 0„mx, corresponds 
with 0.75 A w < A < 1.(50 ALw. 

The implication is that there is a broad band of frequencies 
favored almost equally with il,ulkX- We should therefore expect 
to measure wavelengths in the range of, say, 0.75 ALW to 1.6 
ALW. The choice of 90 percent is of course arbitrary, but the 
use of this band in Fig. 5 appears to match the observed vari­
ability of data quite well. 

0.5 1.0 1.5 2.0 
Dimensionless Radius, R' 

F ig. 5 Exper imental wave leng th on hor izonta l cy l indr ica l heaters~™high 
R ' r a n g e 

with ( l * | j - ) for 

• acetone and 

A T = 6 0 0 " F 

Dimensionless Radius, R' 

F ig. 6 Compar ison of predicted A's 

QB| 1.0 1.5 20 

A L W A / 3 " A L W 

Dimensionless Wavelength, A 

Fig. 7 I l lustrat ion of the var iab i l i t y of A in the v ic in i ty of ilmax 

The Minimum Heat Flux 
liquation (3a) can be put in the following dimensionless form 

using the corresponding-states correlation of Lienhard and 
Sehroek 6 [ I I ] : 

?min 
~ = (?miu)r = 0.;>iri(qmiBF)r/<It') (In) 

where (qmiuF)r is a function of reduced pressure, pr = p/pc, only. 
The parameter a is a characteristic of the boiled liquid, and it 
has the following form7: 

. , (P / 8Mp, V A 

i / . — r± ( ( l i 
J lc M \ 3R?TC ) 

We wish to use equation (15) as a correlation in the following 
form: 

(gmin)r , ' . 
(l~1(l) 

This form of equation (3) should make it: possible to check the 
equation by normalizing cylinder data for thermodynamically 
similar fluids onto a flat plate representation. 

Before we do this, it is well to consider a serious experimental 
difficulty in obtaining qrmi„ for horizontal cylinders. References 

6 The use of such correlations is treated at greater length in [7, 
12-14]. 

7 Some authors have inferred that the factor, 8/3, in a means that 
a is somehow tied to van der Waals' equation. This is not really the 
case since this constant could just as easily be eliminated for correla­
tive purposes. With the factor of s/s included, one can multiply a 
by Berenson's constant, 0.09, to get a kind of van der Waals' <jminf-
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Fig, 8 Reduced m i n i m u m heat f lux , normal ized to f lat plate va lues, as a 
funct ion of reduced pressure 

[1, 7, 11, 12] refer to the difficulties of eliminating end effects 
which cause the film-to-nucleate boiling transition to occur at 
heat fluxes above the true gw,,,. Very recently, Kovalev [lo] 
devised an experimental trick for determining the true </,„i„. 
He bent the ends of his horizontal cylindrical heater 90 deg into 
the vertical position and led them out of the bath. In doing 
so, he completely removed the end effect problem and obtained 
what might be the most reliable qm-m data in existence. The 
results are lower than other qm-m data that have been reported 
at the same conditions. 

Fig. S presents data for various horizontal cylinders from 
references [1, 11, 15]. These are compared with the Berenson-
Zuber flat plate prediction for a variety of similar fluids. The 
Berensou equation would fall on a single line if the thermody­
namic; similarity of the fluids were perfect. The spread of the 
band occupied by these fluids gives a rough idea of the validity 
of the law of corresponding states in this application. 

The data of Lienhard and Wong, for a single pr but for a range 
of II', all fit onto a single point because the)* are all consistent, 
with the function f(R'). The point in turn normalizes directly 
onto this curve because these are the data upon which the 
constant in the normalization was evaluated. The earlier data 
of Lienhard and Schrock were measured with somewhat, less 
care given to avoiding end effects; hence they are higher. 

A best curve through Kovalev's data, and consistent with 
equation (15a), would lie given by equation (3) with the con­
stant (0.515 X 0.09) reduced to about (0.332 X 0.09) or, 

This expression would fall a little below the data in the low pr 

range but serves very well for pr > 0.01. 
Unfortunately, Kovalev's experiments cast the same kind of 

ugly light upon gm-m measurements that the early surface rough­
ness experiments of Corty and Faust [16] cast upon nucleate 
boiling. The problem of making practical predictions becomes 
swamped by a capricious system variable in either case. Ac­
curate predictions of <•/,„;„ on horizontal cylinders cannot be 
made for practical configurations without knowing how vapor 
entrapment and cooling at the supports affect the transition. 
I t is for this reason that we have not presented additional centri­
fuge data for yet another end mounting. 

The Radius Range, R' < 0.07 
A mechanism can be established for the transition that marks 

the smallest radius for which Taylor-unstable waves collapse and 
release bubbles. We have already noted, from photographs, 
that when It' < 0.07, bubble-mergers completely control vapor 
removal. An additional study of several photographs reveals 
that bubble departure takes place roughly as shown in Fig. 9. 
The radius, A, 1(5, shown in the sketch appears to be character­
istic of this configuration. 

This sharp corner can exist as long as it is not opposed by 
an equally strong countercurvature of the interface around the 
cylinder. But for small wires the countercurvature will prevent 
the corner from indenting inward and nipping off the bubble. 
At this point the departing bubble will have to spread out before 
it can depart, and merge with its neighbors if It is sufficiently 
small. 

It is now possible to compare A/16 with the radius of the wire 
at the observed transition from the wave-collapse mechanism 
to the bubble-merger mechanism. 

It' > 0.07 for wave-collapse mechanism 

It 0.07 
— > y=- = 0.00644 
X,lF ~ 2\/37r 

(18) 

but 

V 
0.072 

0.072 + 1/2 
0.0986 

Therefore condition (IS) takes the form 

0.00644 

0.0986 

1 

15.3 

which corresponds very well with photographic observations. 

Fig. 9 . Schematic representat ion of observed bubble departure conf igurat ion dur ing 
f i lm bo i l i ng 
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The problem of developing a description of vapor removal 
from small cylindrical heaters in film boiling at low gravity re­
mains to be done. So too does the prediction of qmin- When 
they are accomplished such analyses will focus upon a force 
balance between surface tension and buoyancy. They will not 
be based upon considerations of Zuber's capillary waves. 

Conclusions 
1 The best prediction of A that we presently can make is 

A - W — — 0 1) 
V ? ' 2 + 1/2(1 + (>/ A')2 

where (1 + b/Ii) can best be estimated at present using equation 
(to). The variability of actual data will be somewhat less than 
+ 00 percent and — 25 percent because the wave motion ap­
proaches neutral stability over this range. 

2 It is no! relevant whether A is changed by varying, It, g, 
or the liquid being boiled. The single parameter, R', correctly 
accounts for all of these effects upon A. 

o Our best prediction of the absolute minimum <jfmin for 
horizontal cylinders is 

« ^ ^ J P A / ^ ^ J P ' ) 
The constant, 0.030, replaces Lienhard's and Wong's value 
which would be 0.0466 in this formulation The constant is 
extremely sensitive to end conditions on the cylinder and might 
rise to over twice this value for incautious mountings. 

4 As R' drops below 0.07, conclusions 1 and 3 become in­
creasingly inapplicable because the wave-collapse mechanism 
gives way to a bubble-merger mechanism. 
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Profile Development With Mixed Confection 
in a High Prandtl Number Fluid 
The paper deals wilh entry-length conditions for transformer oil in vertical laminar 

flow through, a uniformly heated duct allowing for changes in density, viscosity, and 
thermal conductivity. The calculation method uses a fundamental property of high 
Prandtl number fluids and assumes a series of truncated temperature profiles. Calcu­
lated wall mean temperature rises have been verified experimentally for a simple case. 
Local and mean Nusselt numbers have been derived and an empirical correlation relat­
ing mean and limiting Nusselt numbers applied. The analysis includes evaluation of 
the free-convective component of pressure head which causes flow and distinguishes this 
from free-conveclive effects within the duct. 

Us 
Introduction 

USING the Clark and Kays [I]2 concept of limiting 
for fully developed) conditions in a conveeting duct, with uniform 
wall heating, one can evaluate limiting velocity and temperature 
profiles for oil in laminar flow allowing for the effect of variable 
physical properties [2, '•>}. Relatively complicated thermal 
systems may be analyzed [2, 41. In practice, however, limiting 
conditions occur only (if at all) over small fractions of duct 
lengths. Thus a method for computing entry length conditions 
is needed. This is especially true for fluids with high Prandtl 
number, Pr, defined: 

Pi- = -
a 

(1) 

where v and a are kinematic viscosity and thermal diffusivity, 
respectively. Both quantities are diffusion coefficients, v for 
momentum and a for temperature. Momentum, zero at the 
dud walls, diffuses into the fluid to establish the velocity profile. 
Similarly, the temperature profile develops by the diffusion of 
thermal energy. Thus the fluid further from the wall travels 
further along the duct at its initial temperature before experienc­
ing any temperature change. The Prandtl number therefore 
gives the relative rates at which the two profiles develop or, 
alternatively, the relative duct lengths (z) needed for the profiles 
to develop to a particular extent. 

To allow for incomplete development, Clark and Kays [1] 
l w d a dimensionless correlation to relate calculations using 
limiting conditions to measured values on the air side of an au­
to-water eounterflow heat exchanger with short ducts. Air has 

1 formerly, Department of Electrical Engineering, Imperial 
College of Science and Technology, London, England. 

2 Numbers in brackets designate Keferences at end of paper. 
('ontributed by the Heat Transfer Division for publication (with­

out, presentation) in the JOURNAL OF HEAT TRANSFER. Manuscript 
received at ASME Headquarters, March 4, 1969; revised manuscript 
received, September 11, 1969. Paper No. 70-HT-A. 

nearly constant Pr of order 1 so profiles develop together. One 
object of the present work is to test the correlation method when 
Pr is much greater and varies throughout the duet. For trans­
former oil, it exceeds 470 at 20 (leg C and falls to about 30 at 
100 deg C. It is thus in order to assume fully developed ve­
locity profiles coincident with partially developed temperature 
ones [">, pp. I 19, 120]. Also, constant heat rate per unit of duct 
length gives, in an annulus, profiles of temperature d having the 
same (i>d/dx)0 for all z. (The subscript, gives the perpendicular 
distance x from the heated wall.) The present work tests a 
further simplification which was suggested, but not verified, 
previously [2], namely, that all partially developed temperature 
profiles are truncated versions of the fully developed one, de­
veloping outward from the wall and only changing shape where 
it: meets fluid at its initial temperature. 

Experimental results for oil in uniformly heated duets are 
practically nonexistent. Kenieny and Somer.s [6] claimed uni­
form heating, but the extremely low thermal conductivity of oil 
relative to that of any solid metal tube makes the desired bound­
ary condition unlikely. For this reason, the present work uses 
a novel design of heated surface. Other work, using trans­
former-type ducts [7, 8], is vitiated by the arbitrary nature of 
spot oil temperature measurements. 

Equations Governing Fully Developed 
Laminar Flow Heat Transfer 

General equations governing velocities u, v, and w (in the 
x, y, z-directions) in incompressible laminar fluid flow were 
derived by Navicr [9|. The simplifying assumptions usually 
made when solving them are set out in Appendix 1. Using 
these, for limiting conditions in an infinitely wide duct (no in­
direction changes), 

d 

dx dx dz 
(2) 

where p, is fluid dynamic viscosity and p is pressure causing 
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flow. The corresponding Fourier [10] equation is, neglecting 
(dd/dz)2 compared with (dd/dx)2, 

d 

dx 

dd 

dx 

dd 
pew (3) 

where A-, p, and c are fluid thermal conductivity, density, and 
specific heat, respectively. 

These equations, or their cylindrical coordinate equivalents, 
have been solved by, e.g., Hallman [11], Hanratty, Rosen, and 
Kabel [12], Sidorov [13], Bodoia and Osterle [14], Yang [15], 
and Rao and Morris [16], and none of these allows for changes 
in both density and viscosity due to the temperature field, al­
though McKillop [17] considered non-Newtonian viscosity. 
More significantly, they were solved analytically by Pigford 
[18] (for fluid density and inverse viscosity varying linearly with 
temperature) and numerically by Bradley and Entwistle [19] 
(for air with varying viscosity and density) with both constant 
wall temperature and uniform wall heating. Where density 
change is considered differences are evident. Usually, as in 
[12 and 19], the total pressure gradient is written as dp/dz + 
gp (g is acceleration due to gravity), with p defined merely as 
"pressure," and p related to its value at an arbitrary datum 
temperature, e.g., duct wall in [11, 12, 16, 19], duct entry 
in [IS]. An outstanding contribution by Lawrence and Chato 
[20] extends the solution to entry-length conditions with variable 
density and viscosity in a circular tube. In their momentum 
equation, local density has a duct-entry datum, but to evaluate 
their pressure parameter they integrated its arithmetic mean 
value p,„ at distance z along the duct. This, they say, is because 
it was easily measured and because if has physical significance in 
a combined free-forced convection problem. This physical 
significance is explained in the next section. Their numerical 
method offers a complete alternative to the present analysis. 
However, its application is to simple duct sections; the present 
work establishes the accuracy of an entry-length calculation 
method which can then be applied to complex arbitrary geome­
tries, in particular, those of power transformer cooling ducts. 

Nature of Pressure Term 
Before solving equation (2) for a vertical duet forming 

of a closed system, the nature of dp/dz must be clarified, 
local value for any x in the plane at z is, with upward flow, 

dp = <ypj, 

dz dz 

part 
Its 

gp 

where pv is the pressure due to pump action (if any). Wet 
[21] has shown that the natural convective pressure-causing 
pc, is given by 

Vc = 9s $ 9 d-z 

= gs (area of height/temperature diagram) 

- — — — N o m e n c l a t u r e - — — — — — — ^ ^ 

(4) 

herill 
flow, 

(5) 

where s = clp/d0 = const for transformer oil in the working 
range. It can be shown [3] that, in fact, it is the arithmetic 
mean temperature at z that must be integrated in (5). When 
this is taken as datum in each duct section, M) becomes 

dp dpp 
= —^ - g(p 

dz dz 

dz gp„, 

pj -

gs(d - d„) 
(6) 

Here the first two terms combine to give the gradient of total 
pressure p' (pump and/or convective) causing flow, while the 
third gives the local distortion of the pressure gradient and, hence, 
of the velocity profile due to density changes. (The signs of g 
and the pressure gradients in relation to the positive ^-direction 
must be borne in mind, e.g., in calculating forced flow downward 
in a heated tube.) Thus (2) becomes 

d^ 

dx P 
dw^ 

dx 

dp' 

dz gsu - 6m) (7) 

Rearranging and allowing for temperature-dependent viscosity 
(8), (7) becomes 

d'hv 

dx2 

dp' 

dz 
gs(d ~ dj 

dw d9 dp 

dx dx dd («) 

while (3) becomes 

d2d 

dx1 1 [PClV dd 

dz 

dk_ 

I'd 

The forms of (8) and (9), applicable to rectangular and tubular 
ducts, have been given elsewhere [3] and are stated in Appendix 
2. A dimensionless form of (8) has been given [22]. 

Temperature Profile Development 
Consider oil at temperature dt and with mean velocity w,„ 

entering a duct with one side dissipating heat at uniform thermal 
flux qa. 6t is uniform across the duct (see Fig. 1) so equals Qb 

(defined in (10) below), which is thus independent of the geometry 
of the velocity profile. 

The temperature of the oil in a hypothetical layer, thickness 
5x, close to the heated surface rises, giving a mean temperature 
gradient, (dd/dx)i = qa/k, approximately, across it. Proceeding 
along the duct, the oil in this layer becomes hotter but, with 
q0 constant, (d0/cto)i remains constant. As soon as 9i, the tem­
perature at x = Sx, exceeds 0,-, heat flows into the adjacent layer, 
the flow rate increasing to a constant value q\, giving (dd/dx\ = 
qi/k, approximately in layer 2. Similarly, when 92 > dt, the 
heat flow extends to layer 3, and so on. During the process, the 

c = specific heat, of duct: fluid 
k = thermal conductivity, of duct 

fluid 
s = slope of density/temperature 

graph, of duct fluid 
, v, w = velocities in x, y, 2-directions, of 

duct fluid 
a = thermal diffusivity, of duct fluid 
p = dynamic viscosity-, of duct fluid 
v = kinematic viscosity, of duct fluid 
p = density, of duct fluid 

Pr = Prandtl number, of duct fluid 
Gz = Graetz number, for heat transfer 

system 
Nu = Nusselt number, for heat trans­

fer system 

Re 

l \ 
g 
V 

v' 
g 

x, y, z 
X 

8x 
Ax 

Z 

Az 

e 

— 

= 
= 
= 
= 
= 
= 
= 

= 
= 

= 

= 
= 

Reynolds number, for heat trans­
fer systems 

duct hydraulic diameter 
acceleration due to gravity 
local pressure-causing flow 
total pressure-causing flow 
heal: flux 
Cartesian coordinates 
duct z-direclioii dimension 

(thickness) 
small element of X 
finite-difference element of X 
duct 2-directiou dimension (ax­

ial length) 
finite-difference element of Z 
temperature 

do, Qb = integrated means with respect 
to 2 

Subscripts 

b = bulk fluid 
c = convective effect 
/ = limiting 
i = duct entry 

m = integrated mean 
min = minimum value 

p — pump effect 
z = at axial distance z 
0 = at x = 0 (duct, heated wall) 

1 , 2 , 3 . . . n = number of sequential in­
crement Ax, Az, or value 
at that number of incre­
ments 
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form of that portion of the temperature profile already developed 
is assumed not to change. Thus more of the ultimate profile 
appears above the Q, level until, at some calculable value of z, 
its minimum temperature 6min > 0, and we have fully developed 
flow with uniform wall heating. Then all W/dz = £>d0/dz = 
dft,/£te = const (do is the wall temperature). The final refine­
ment is to let Sx —* 0 so that, the profile exhibits continuous 
curvature down to 6.-. For numerical calculation, Sx is taken as 
a finite difference A.r. 

Assuming the velocity profile corresponding to each stage in 
the development of the temperature profile to be itself fully 
developed, values of bulk fluid temperature 8b are obtained, 
15, pp. 104-105] for any z as 

•>X 

Bwdx 
' o f 

Jo Xw„, 
(10) 

where A" = duct thickness. For uniform wall heating, i>dh/i>z is 
the same for all z. 

Calculation of Profiles 
First, one must calculate the limiting temperature profile for 

a specified q0 and wm by simultaneous solution of (8) and (9). 
The boundary conditions are, for (8): w = 0 at x = 0, A"; 

wdx = Xw.„: for (9): 8 = 8„ at x = 0; dQ/dx = 0 at, x = 

0. As a first approximation, 6<,/ is 
....„ for the profile about equal to the 

specified 6,. Next, a distance Azi (initially unknown) is assumed 
necessary to establish the temperature gradient (~dd/dx)i a dis­
tance Ax (here taken as AT/20) from the duct wall. Using the 
truncated temperature profile thus formed and, initially, a 
parabolic velocity profile and the corresponding value of dp'/dz 
at Oj, the velocity profile is recalculated by finite-difference solu­
tion of (81 dp'/dz is then adjusted until the velocity profile 

X; dd/dx = —g<,< A- at x 
chosen as likely to give 

gives the specified w,„. This velocity profile, together with the 
original truncated temperature profile, is used in (10) to obtain 
6u at AZL Then, equating total heat input rate per unit duct 
width (fiaAzi) to axiallv converted thermal energy rale (XAz{-
pcw,„ bd,,/dz), gives 

dO,, 

dz 
<lo 

pcw,nX 
= const 

while 

Azi = 

dz 

(11) 

(12) 

Conditions at A«i along the heated duct are thus established 
and any required data, e.g., local Nusselt number, Nu,, evaluated. 
Nu, is defined 

Nu, = 
<7<A 

k{Bo - 6U 
(13) 

where Dh is duct mean hydraulic diameter (here, Dh = 2A"). 
The calculation is then repeated to give Az2, the distance needed 
for the temperature profile to diffuse 2Ax, and so on, until even-
element of the fully developed profile is formed. I t includes, of 

Hea,; and wri te data, 
specify q<), t>of, tii 

oad i n i t i a l 0 and 
\'i d i s t r i b u t i o n s . 

Select i n i t i a l ^ . 

~% t 
Solve (e) for \i -

at x = 0 anil X. 

Solve (9) for 
0 = ij a t x - 0 , 

| = 0 a t x = X . 
Evaluate u. , 4 ^ , ^ - 0 . o 'dx ' nil 

•-.onpare 0 ana v.' 
v/ith previous 
values. Are 
they the same? 

Is v.'.„ equal to 

specified w,? 

;;o |no 

Print out u and 
w distributions. 

Select nev. « 32' 

I Fut all B = Bt. I 

Solve (8) for w = 0 
ai x ~ 0 and X. 

,valuate ,„,_, ff, & 

IS 1 to 
'"Lpecified -,vn? 

|™> 
dp' 

-*;-lo^t nev; -s—. 

YiS do' t i r i te out 0. , -f^. o dz 

\ 
Develop 0 

d i s t r i b u t i o n 
for next uZ. 

li u profile 
'ully developed? 

-M SLID 

Fig. 1 Firstthree stages in inlet length development Fig, 2 Outline flow chart 
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Fig. 3 Ar rangement of test duct 

course, all cases where the actual duct length Z is less than Z f, 
that necessary to establish limiting conditions. 

Fig. 2 gives the outline flow chart, for the calculation of fully 
developed and entry length conditions. The physical properties 
of the oil used3 are given in detail elsewhere [23]. 

Experimental Arrangements 
Fig. 3 shows the arrangement of (he test duct. Its inner 

surface consists of a bakelized paper base cylinder, length 36 in. 
and with wall thickness 1/-> in. Around the outside of this, for a 
length of 14 in., is wound a conslantan ribbon, 3/i6 in. by 0.02-in. 
cross section, to form a helical winding. The electrical resistance 
of constantan changes negligibly with temperature so that, the 
heat generated per unit length due to an electric current through 
the helix is invariant, although the temperature varies along it. 
The outer wall in the W i n . duct is formed by a sheet of "Paxo­
lin." The duct-spacing arrangements are not shown in Fig. 3. 
They consist of 16 Vi-in-dia Paxolin rods placed over the helix 
(and over circumferential packing pieces of the same radial 
thickness above and below it). These are riveted to the cylinder 
at their lower ends and each is divided into two sections, doweled 
together. After wrapping the Paxolin sheet over them it was 
possible to withdraw them partially. In this way the wall is 
supported above and below the heat transfer surface which is 
itself unobstructed. Using a thin helix on a low thermal con­
ductivity base minimizes the axial conductance of the heated 
surface compared with the solid tubes used in other reported 
work, e.g., [14]. As the cylinder diameter is very much larger 

3 "Castrol" transformer oil to BS 148:1959, grade 2512. 

'"V 
/ 

11 
\ 

%-?, 

^ 

eb-e. 

^ 

M 

- ^ 

^ 

1 

1 
14 in 

100 150 200 
z in 

F ig. 4 Var ia t ion of c?0, 6t„ and dp'/dz a long due! for qo = 4 . 4 w in . -r 

w,„ = 3.4 in . s e c - 1 , 0; = 57 deg C 

than the duct radial thickness, curvature may be neglected and 
(he duct considered as an infinitely wide one. By winding a 
0.011-in-dia, Lewmex insulated, copper wire between the turns 
of the helix, the mean wall temperature, So, is measured I15' 
change of electrical resistance. 

Oil flows into the center of the bottom of the steel tank Con­
taining the duct assembly. I t enters and leaves the duct through 
two sets of 1 '/Vin-dia holes in the base cylinder. Between these, 
horizontal bailies inside the cylinder prevent bypass (low and 
minimize inward heat transfer. Oil circulation is maintained by 
a d-c motor-driven gear pump and metered by a nutating disk 
meter. Oil cooling is by oil-to-water shell/tube heat exchanger. 
The oil irdet temperature is measured (and its uniformity across 
the flow section checked) by an array of thermocouples across: 
the inlet pipe flange joint. 

Results and Discussion 
Temperature and velocity profiles were computed for the. six 

combinations of q0, w,„, and d; specified in Table 1. Typical 
calculated variations with 2 are given in Fig. 4 for On, db, and 
dp'/dz, and in Fig. 5 for Nu., Pr, and Reynolds number, Re, 
defined 

He = - - — ' (14) 
p,, 

For each case, Table 1 gives: 

1 Calculated values of Zf and of 0O/ and Niiy, duct wall 
temperature, and Nusselt number at Zf. 

2 Calculated mean duct wall tempera!ure ft> for duct lengths 
(Z) of ."), 14, and 30 in. 

3 Measured do for Z = 14 in. 

Fig. 6 compares calculated and measured S0 for Z = 14 in. 
Fig. 7 uses the Clark and Kays [1) method to correlate calcu­

lated values of Nu /Ni i ; for the six specified heat transfer condi­
tions in each of the three ducts. The abscissas are Re PiJ)h/Z, 
known as the Graetz number, (lz. Nu is defined [5, p. 123) 

Nu = -
«cA 

A-(0o - 8, 
(15) 
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Fig. 6 Comparison of experimental and calculated wall mean tem­
peratures 

In the tests providing the data in Fig. 6, ratios of maximum to 
minimum q„ and wm, were about 3 and 8, respectively, while 0,-
varied over a range of 20 deg C. Furthermore, the 14-in. heated 
length is never more than 10 percent, and usually less than 5 per­
cent, of Zj. Fig. 5 confirms that conditions are entirely entry-
length ones. Nevertheless, there is excellent agreement between 
calculation and test, discrepancies being no greater than ex­
pected from uncertainty in oil physical properties (especially 
k). Having confirmed the accuracy of the calculation method, 
calculated values have been used to confirm the validity of the 
correlation method, Fig. 7. I t should be noted that, the Niiy 
values in Table 1, which allow for variable p and yu, are very 
much higher than the constant property one of 5.38 [5, p. 117]. 
The flattening of the curve shows the diminishing returns of 
higher flow rates and/or shorter ducts within the laminar regime. 
Curiously, the correlation for these mean Nusselt numbers at 
varying physical properties agrees well with that quoted 1;^ 
Kays [5, p. 132] for local Nusselt number, Nu„ at constant 
properties. This is explained qualitatively by the much higher 
absolute values of Nuz with, compared to without, physical prop­
erty change as z increases. For comparison, the curve for Nu2 

[5, p. 132] calculated for thermal entry length only (i.e., no 
progressive velocity distortion) is shown dashed in Fig. 5. 

The Gx range in Fig. 7 is well beyond that (Gz < 800) previ­
ously investigated. Mean curves for two earlier sets of results 
are added for comparison. One, from [1], is for a square cross-
section duct; the other, from [2], is for the complex case of a high 
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Fig. 7 Correlated results. Black circles are calculated results con­
firmed by test; hollow circles are calculated results. Curve (a) for Nuz / 
Nu/ calculated for no physical property change [S]. Curve (b) for square 
section duct [ l ] ; curve (c) for high voltage transformer duct [2]. 

voltage transformer duct with low thermal conductivity walls, 
not directly heated. 

Qualitative evidence of the truncated form of developing 
temperature profiles is found in the measurements of Lawrence 
and Chato [20] and Stenkvist [24]. 

By considering fluid density changes both locally in each duct 
section and also around the complete flow path, the present 
work gives an insight into the mechanism of mixed convection. 
This is that the behavior of an element of fluid within the heated 
duct is unaffected by whether the overall pressure gradient caus­
ing its movement is due to a pump or to a convectively generated 
pressure head—or how much of it is due to one or to the other. 
Heat transfer performance is sensitive to velocity profile distor­
tion which increases as local forces, due to changes in physical 
properties, increase relative to the overall pressure gradient [2]. 
This effect can be described as due to free convection; it results 
from physical property changes within the duct and not from 
the manner in which the pressure head causing flow is generated. 

Conclusions 
1 Equations governing limiting temperature and velocity 

distributions for laminar flow in a vertical, uniformly heated, 
duct are presented. They allow for changes in physical proper­
ties with temperature. 

2 With a high Prandtl number fluid, the simplifying assump­
tion of a temperature profile, in its limiting form, developing 
outward from the duct wall in the presence of an already fully 
developed velocity profile, gives accurate prediction of thermal 
performance with a simple duct geometry. I t has proved 
equally successful in a much more complex system [25]. 

3 The Clark and Kays correlation method applies with high 
Prandtl number fluids in a unilaterally heated infinitely wide 
duct over a wide range of Graetz number. 

4 The pressure head generation mechanism of free convec­
tion has been distinguished from its effect in improving heat 
transfer within a duct. 
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A P P E N D I X 1 
Conven t iona l S imp l i f y ing Assumpt ions 

1 Cond i t i ons a re s t e a d y - s t a t e ones . 

2 Axial h e a t - c o n d u c t i o n and m o m e n t u m change a re negli­

gible. 

8 E n e r g y d iss ipa t ion d u e to viscous effects is negligible. 

4 Velocities and pressure g r a d i e n t s in d i rec t ions pe rpend i cu l a r 

to the d u c t axis a re negligible. 

A P P E N D I X 2 
Equations for Rectangular Ducts and Tubes 

F o r a r e c t a n g u l a r d u c t , (S) and (9) become 
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F o r (16) and (18), b o u n d a r y condi t ion a re w = 0 a r o u n d d u c t 

walls, specified w„, or dp'/dz, while for (17) and (19) 0 = cons t 

specified v a l u e a r o u n d d u c t walls and , add i t iona l ly , for (19) 

dd 

dr 

duct wall heat flux 
a r o u n d d u c t wal ls : 

ddb 4(duct wall heat flux) 

dz pcwmDh 

while for (17) 

dd,, 4 ( d u c t wall m e a n hea t flux) 

dz pcw,nDh 
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Heat Transfer to Mercury Flowing in Line 
Through an Unnaffled Rod Bundle: 
Experimental Study of the Effect of Rod 
Displacement on Rod-Average Heat 
Transfer Coefficients1 

G. McAreavey.2 The authors have presented a rather interest­
ing feature of heat transfer behavior in rod clusters. The phe­
nomenon is of a particular importance for highly rated nuclear 
reactor fuel elements cooled by liquid metals, in which nonuniform 
rod spacing may arise from dimensional errors in support grids 
and thermal bowing bet ween grids. 

It is well known that the mean heat transfer coefficient increases 
with decreasing P/D, the rate of increase being gieater the smaller 
the value of P/D. One might have expected, therefore, that for 
the displaced pin the heat transfer behavior, at least in the 
vicinity of the widest and narrowest gaps, would be very similar 
to that for pins with appropriate large and small P/D ratios, and 
that the average wall temperature would decrease, resulting in a 
higher, not lower average heat transfer coefficient. Clearly, 
this simple reasoning is complicated by the distortion of the heat 
flow lines shown by the authors in Fig. 4, but if the explanation 
lies in the lengthening of the heat flow paths, then one would 
expect to see an increase in wall temperature at every part of the 
circumference. Some typical plots of wall temperature would 
have made a valuable addition to the paper. 

Secondly, it is difficult to understand why there should be no 
measurable change in the mean heat transfer coefficient of pin 
.4 when pin B is moved in the direction p — q. The minimum 
gap between pins A and B closes to half the extent that the gap 
between pins B and C closes, and the reduction in total coolant 
area available to pin A is 3/s the reduction for pin C. I t is clear 
from consideration of Fig. 4 that the heat flow lines around pin A 
must also suffer some distortion. One would have expected, 
therefore, that the heat transfer coefficient for pin A would de­
crease to possibly half the extent of the decrease for pin C. 

It would lie useful to know to what extent the reported phe­
nomenon is dependent on the achievement of fully developed 
flow, since this is rarely achieved in fuel elements with grid 
supports. 

Finally, could any significant error in assessment of the average 
wall temperature arise from measurements at 40 deg intervals, 
bearing in mind that a sixth harmonic variation would be present, 
particularly for large displacements. 

1 By P. J. Hlavac, O. E. Dwyer, and M. A. Helfant, published in the 
November, 1969, issue of the JOURNAL OF HEAT TRANSFER, TRANS. 
ASME, Series C, Vol. 91, No. 4, pp. 568-580. 

- Senior Engineer, Central Technical Services, United Kingdom 
Atomic Energy Authority, Reactor Group, Warrington, England. 

Authors' Closure 
First, let us look at the statement, " I t is well known that the 

mean heat transfer coefficient increases with decreasing P/D, the 
rate of increase being greater the smaller the I' 'D ratio." Actually, 
this is only true for wide P/D ratios where there is a negligible 
amount of circumferential heat flow in the coolant stream. As 
the P/D ratio is lowered, the mean heat transfer coefficient goes 
through a rather sharp maximum at PI) » 1.15 for turbulent 
flow. This is caused by the introduction of circumferential 
heat flow in the coolant. xAs P/D-+- 1.00, this circumferential heat 
flow becomes very appreciable with a corresponding decrease in 
the mean heat transfer coefficient. 

Now, a very similar tiling happens when a rod is moved off 
center, even for a P/D ratio as large as 1.75, except that the heat 
transfer in the coolant occurs over a circumferential distance that 
is much greater than that in the symmetrical case with the low 
P/D ratio. This is discussed on page 572 in the paper and il­
lustrated in Fig. 4 on the page just preceding that . In the 
asymmetrical case, the heat flow through the greater distance 
causes the wall temperature to rise in thai (those) portion(s) of 
the rod in relatively close proximity.to another rod. I t must be 
remembered that in turbulent-flow, liquid-metal heat transfer, 
the thermal resistance is not concentrated in a thin layer near the 
wall, as in the case of ordinary fluids. 

I t was further found that when a rod was moved toward a 
neighboring rod, its local heat transfer coefficient decreased at all 
points on its circumference—not just in that region facing the 
other rod. Again, this is believed to be due to the "pile up" of 
heat at the wide part of the coolant channel, caused by the cir­
cumferential heat flow from the narrow part of the channel. 
This is discussed in a second paper3 from the same study which is 
scheduled for publication in the near future. 

Referring to Mr. McAreavey's second point, the reduction in 
the coolant area for rod A is only about one-quarter that for rod 
C, but more importantly, the lost area is more expendable (i.e., 
the corner of the hexagon, not the side). The result is that there 
is very little circumferential heat flow around rod A, and there­
fore its mean heat transfer coefficient should not decrease ap­
preciably, as rod B is moved towaixl C. 

In liquid-metal heat transfer, particularly in the practical 
Peclet range, there is basically not a great deal of difference be­
tween fully developed turbulent-flow heat transfer and slug-flow 
heat transfer. For that reason, one would expect that the detri­
mental effects of rod displacement (or bowing) would be almost as 
bad in hydrodynamic entrance regions as in fully developed tur­
bulent flow. 

With a P/D ratio as large as 1.75, one would not expect to pick 
up a sixth harmonic variation in the circumferential temperature 
profile. Even as rod B was moved toward (.', there was no sig­
nificant effect of rod A on the circumferential temperature varia­
tion of rod B. Several surface-temperature profiles are presented 
in the paper by the authors.3 

3 Dwyer, 0. E., Hlavac, P. J., and Helfant, II , A., to be published 
in the September, 1970, issue of Nuclear Science Engineering. 
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