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. w. aekennan @ Heat Transfer and Draft Loss Performance

Research Engineer,

weensivnere: § 0f Extended Surface Tube Banks

Alliance, Ohio. Mem. ASME
A. R. BRUNSVOLD New heot transfer and draft loss data are presented for one extended surfuce geometry
o which was tnvestigated in five staggered and one in-line bank arrangements. In these
R h Assistant, . 7 ; S . .
esearch Assistant, tests, 17/s-inch OD tubes with 1-in. long elliptical studs were investigated. The tube

University of Michigan . . s . .
An):, Arbor Ng\’ich' banks, which were in a clean condition, were either 8 or 10 rows deep and covered ratios
, .

of transverse spacing to diameter <51 from 2.1 to 3.2 and longitudinal spacing to

D
Reynolds numbers ranging from 13,700 to 46,400.  Correlations with suitable arrange-
ment factors are shown to adequately describe the performance of the surface investigated.
The relative heat transfer, draft loss performance of all arrangements is shown lo depend
upon the basis of comparison used.

diwmeter <Ji> from 1.7 1o 2.4.  Heat transfer was from wiv to the tube banks, with

Introduction Range of Variahles

Studded Tube Geometry:

17/s-in, OD tube with elliptical studs (1/s-in. wide X 1/gin.
thick X I-in. long on 1/+in. staggered pitch with 6 studs per
TOW).

A photograph of the surface appears in Fig. 1.

DURING the past years there has been an increased
use of extended surface in heat transfer equipment. In oil
heaters in the petroleum industry and steam generator econo-
mizers in the electrie utility industry, extended surface has in
many cases taken the form of studded tubes. Operating in eross
flow, the heat transferred from hot combustion gases to the
studded surface.

For one application of particular interest to The Babcock &
Wilecox Company—steam generator economizers—the use of ex-
tended swrface offered several potential advantages. However,
little heat transfer-draft loss information was available on which
to base economizer desigus using the relatively small diameter
studded tubing contemplated. Therefore, in 1964, the company
initiated an experimental program to obtain information ou both
staggered and in-line tube banks for one studded tube geometry.
Clean heat transfer swrface was used in all cases. Because an
existing test facility was available at B&W Limited’s research
facilities in Renfrew, Scotland, actual testing was conducted
there.

The objective of this paper is to present the results of the first
sertes of tests conducted oun one in-line and five staggered tube
bank arrangements, and to compare their heat transfer-dvaft loss
performance using several bases of comparison.

Contributed by the Heat Transfer Division and presented at the
Winter Annual Meeting, Los Angeles, Calif., November 16-20, 1969,
of Tae AMERICAN Socrery oF MEcHANICAL ENGINEERS.  Manuseript
received by the Heat Transfer Division, May 22, 1968. Paper No. : - .
69-WA/HT-5. Fig. 1 Photograph of extended surface tubing used
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Tube Bank Geomehy:
Tube

bank S_Y ‘_S_L
number Sy D D Arrangement

1 5 in. 2.7 1.9 Staggered
2 6 in. 3.2 1.7 Staggered
3 Sin. 2.7 2.4 Staggered
4 5 in. 2.7 2.4 In-Line

5 5 in. 2.7 1.7 Staggered
6 4 in. 2.1 1.9 Staggered

(Reference Arrg’t)

Gras inlet temperature: 195 to 422 ¥
Gas flow: 25,000 to 66,600 1b/hr
Cooling water temperature inside tubes:
Water flow: 22,000 to 29,000 Ib/hr

Cras Reynolds number: 13,700 to 46,400

60 to 160 I

Test Apparatus

The apparatus has already been described in detail in reference
[1],* and, therefore, a description of only the major components
will be repeated here.

An isometric view of the atmospheric-pressure heat transfer
facility is shown in Fig. 2. The main air flow is supplied by a
forced-draft centrifugal fan to a direct-fired preheater. Air flow
is controlled by radial vane dampers arranged at the inlet to the
combustion chamber. The air is heated while passing through
a double conieal, refractory-lined chamber in which light distillate
oil is burned.  Secondary air for the burner is supplied by a small
forced-draft fan.

The heated air passes along the horizontal duct and through an
expanded metal flow straightening grid to the test section. The
gases are exhausted to the atmosphere through a eircular stack
containing a calibrated orifice assembly.

Gas temperature was measured with grids of chromel-alumel
thermocouples located before and after the test bank in 3-ft X

t Numbers in brackets designate References at end of paper.
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Fig. 2

COMEUSTION  Imaunfg

Isometric view of apparatus

3-ft square duets.  Iiach thermocouple was connected through o
cold junction and selector switch to a manually operated po-
tentiometer.

In all tests the studded tubes were connected by 180-degrec
bends external to the test bank to give two parallel water cirenirs
running counter-flow to the gas stream. Cooling water for the
cross-flow test hank was supplied from a mixing tank through tweo
calibrated flowrators in parallel to the two circuits forming each
test bank. Water temperatures were measured with calibrated.
immersion-type mercury thermometers at the inlet and outlet of
each flow cireuit.

The extended surface tubing used is shown in Fig. 1. (Thi-
photograph was supplied by B&W Limited.) The tube bank-
were built into a 3-ft X 3-ft frontal area by 4-ft long section. A~
large a bank as possible was fitted centrally into the test sectio
with baffle plates at the top and bottom containing uncooled
half-tubes to prevent gas by-passing.

In order to determine the relative performance of each tube
bank tested, tube bank Number 6 (S; = 4.0in., S; = 3.51in.) wa-
designated as a “reference” arrangement and subsequently used
as a standard against which the performance of the other tube
banks was compared.

Nomenclature

, = specific heat of gas at mean gas fin efficiency), Btu/hr-ft2-f G/u, ft1
bulk temperature, Btu/Ib-F hgrp = mean, local gas side heat trans- Sy transverse tube piteh, in.

i = tubelID,in. fer coeflicient based on area of S, = longitudinal tube piteh, in.

D = tube OD, in. heat transfer surface, at stan- S = total outside surface area of

Egrp = friction power lost per sq {t of dardized conditions where all tubes, including studs and
heat transfer surface, where properties are evaluated at stud ends, ft?
all gas properties are evalu- 500 F, Btu/hr-ft2-F (i = water temperature entering tube
ated at 500 F, thp /ft? h'gpp = mean, local gas side heat trans- bank, F

£’ ¢pp = friction power lost per cubic foot fer coeflicient based on volume t» = water temperature leaving tube
of heat transfer surface, where of heat transfer surface, at bank, F
all gas properties are evalu- standardized condition where AT, = log mean temperature difference
ated at 500 F, thp/ft? all properties are evaluated at between gas and water,

F = draft loss coefficient expressed in 500 F, Btu/hr-ft3-F {7 = overall heat transfer coefficieint
velocity heads lost per tube k = gas thermal conductivity at between gas and water, Biu
row crossed mean gas bulk temperature, hr-ft>-F

¥, = draft loss arrangement factor, as Btu/hr-ft-F U/, = average gas-side heat transfer
used in Fig. 7 k' = tube metal thermal coudue- coefficient, Btu/hr-ft2-F

F, = heat transfer arrangement fac- tivity, Btu/hr-ft-F [7,, = tube metal conductance, z, k"
tor, as used in Fig. 5 N = numbers of tube rows in tube Btu/hr-ft2-F

g = acceleration due to gravity, bank U7 = water-side heat transfer coel-
ft/sec? Nu = Nusselt number, hD/12k ficient, Btu/hr-ft2-F

(7 = gasmass velocity through empty AP = static pressure loss across tube V= velocity of gas, [t/sec
approach duct, lb/hr-ft? bank, psf r = equivalent tube wall thickuess.

(7, = gas mass velocity through mini- Pr = gas Prandtl number, C u/k ft
mum free flow area in tube Qy = heat absorbed by water flowing p = density of gas at mean gas bulk
bank, Ib/hr~ft? inside tubes, Btu/hr temperature, Ih/ft?

h = mean, local gas side heat trans- Re = gas Reynolds number, DG, /12u u = viscosity of gas at mean gas bulk
fer coefficient (corrected for Re’ = modified gas Reynolds number, temperature, Ib/ft-hr
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Procedure

Before each test series the tube bank was chemically cleaned
1o remove scale from the internal surface of the tubes. During
each test, the pH level of the water was maintained at 10 by the
addition of sodium hydroxide. The water flow rate through
both eireuits was equalized at a chosen value and the gas flow
rate and temperature allowed to stabilize for approximately 30
minutes before the test data were recorded. This same procedure
was then repeated over a range of gas flow rates. Isothermal
pressure drop tests were also conducted to supplement that data
obtained with heat transfer.

The criterion for acceptance of a particular test was that the
measured heat loss from the gas agreed with the heat absorbed by
the water to within =5 perceunt.

The basic steps used to correlate the heat transfer data were as
follows:

I Caleulation of an overall heat transfer coefficient (U/):

Ow

A
U SAT,

()

where @y is the heat absorbed by the water, S is the total outside
surface area including the studs, and AT, is the log mean tem-
perature difference between the gas and water.

2 Caleulation of the average gas side coefficient(U,):

i, , .
where — is the tube metal resistance (equals z/k'; = being the

m

equivalent tube wall thickness and &’ the metal conductivity)
and 1/Uy is the water film resistance.

3 Correction of gas side coefficient for fin efficiency, This
correction, based on Gardner’s paper [2], gives the mean local gas
side heat transfer coefficient (h). The curves shown in Fig. 3
show the fin efficiency and the resulting correction.

4 The mean local gas side coeflicient (k) was then correlated
in the form of (Nusselt no.)(Prandtl no.)™"* against Reynolds
number. The characteristic dimension in the Nusselt and
Reynolds numbers was taken as the tube outside diameter, the
mass velocity in the Reynolds number is that at the minimum
free flow area, and the gas properties are all at reference tempera-
ture, 7';, where

T, —_ t,l +(2 ﬁ:— érj;’,” (,‘;}

2 2

where {; + £/2 is the average bulk water temperature and AT,
15 the log mean temperature difference between gas and water.
The basic steps in correlating the draft loss data were as follows:
1 Caleulation of draft loss coefficient, F, defined as the num-
her of veloeity heads lost per tube row crossed:

Ve
F = AP %g~ N ()

where AP is the static pressure loss from the total head grid up-

stream of the bank to the total head grid downstream of the bank;
pV?

where 5, 18 the velocity head based on the minimum free flow

area and the average bulk gas temperature; and where N is the
number of tube rows crossed by the gas.

2 Correlation of the draft loss coefficient as a funetion of gas
Note that only the data obtained during the
The iso-

Reyuolds number.
heat transfer tests were used in these correlations.
thermal data were used only for comparison purposes.

The properties of air, as contained in NBS circular 564, were
used in computing test results and other correlation work.
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Fig. 3 Fin efficiency correction

Heat Transfer Correlations.  Fig. 4 shows plots of Nu(Pr)~ '/
versus Re for the tube banks tested. It can be seen that the
in-line tube bank (Curve 4) provided the lowest heat transfer per-
formance of all arrangements, whereas the ‘“reference’” arrange-
ment (Curve 6) provided the lowest performance of all staggered
arrangements.

Further inspection of the data indicates that for the staggered
arrangements the most important factor affecting the heat trans-
fer performance is transverse pitch. The performance is best
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Fig. 4 Heat transfer resulis
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Fig. 5 Heat fransfer correlations

with the widest transverse piteh (Curve 2) and progressively de-
creases as transverse piteh decreases.

To facilitate the use of the information in Fig. 4, our objective
was to correlate the experimental data in such a way that a single
equation, together with suitable multiplying arrangement factors,
would describe the heat transfer performance of all six arrange-
ments tested.

Visual inspection of the data showed that all six tube arrange-
ments gave correlation lines approximately parallel.  Accord-
ingly, best lines were fitted to the data by the method of least
squares on the assumption that the lines were, in fact, parallel.
Tt is realized that the procedure does not give the best fit for all
arrangements.  In particular, arrangement 6 (S, = 4.0 in,
S, = 3.5 in) would best be correlated by a Reynolds number
exponent of 0.680 instead of 0.547. However, the error intvo-
duced when using the corvelations in the range of Reynolds num-
her covered is small.

Fig. 5 presents the results of the correlation work and shows
that the heat transfer performance of each of the six tube banks
tested can be described by the equation:

Nu = 0.639F ;Rev34 Pr'/s (5)
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Fig. 6 Draft loss results
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where £y is an arrangement factor (Gabulated in Fig. 5) based on
the relative heat transfer performance of the “reference’” ar-
rangement. These factors were determined by dividing the
Reynolds number coefficients for each correlating equation givey
in Fig. 4 by the coefficient for the “reference’” arrangement. The
standard deviation of the data for each tube bank from equation
(5) is, therefore, the same as given in Fig. 4.

Draft Loss Correlation.  Fig. 6 shows plots of F versus Re for the
tube banks tested. It can be seen that the in-line tube bank pro-
vided the lowest draft loss performance (Curve 4), whereas all of
the staggered arrangements exhibit similar performance which
does not reveal a general trend directly attributable to transverse
or longitudinal pitch only.

As was observed with the heat transfer data, all staggered tuhe
arrangements appeared to give correlation lines approximately
parallel. Therefore best lines were fitted to the staggered tube
draft loss data on the assumption that the lines were parallel.
The data for the in-line arrangement were correlated separately
since the slope of the line was obviously different.

Fig. 7 presents the resulis of the correlation work and shows
that the draft loss performance of each of the five staggered ur-
rangements can be deseribed by the equation:

F = 351 FyRe--%: (8)

where Fj, Is an arrangement factor based on the relative draft loss
performance of the “reference’’ arrangement. The same proce-
dure used for determining the heat transfer factor (F) was used
to determine Fp. The performance of the in-line arrangement
an be described by:

F o= 0.551 Re~0.08 17}

It should be noted that the isothermal pressure drop data ob-
tained provided results nearly identical with the above results
obtained with heat transfer.

Relative Heat Transfer-Draft Loss Performance. By using Figs. 3
and 7, the heat transfer and draft loss performance of any of the
six arrangements tested can be determined. However, these
plots deal only with heat transfer or only with draft loss, but not
the two together.

The overall performance of a tube bank is dependent upon the
consideration of both heat transfer and draft loss together.
Therefore, since the designer of a heat exchanger must judge the
relative performance of various tube banks considering both
heat transfer and draft loss, a convenient method for doing thig
is desirable.
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Fig. 7 Draft loss correlations
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Fig. 8 Relative performance, area basis, hsrp versus Esqyp

One method used in the past (3, 4) has employed plots of a
standardized heat transfer coeflicient (which is a measure of a tube
bank’s heat transfer performance) versus a standardized power
expenditure (which is a measure of the tube bauk’s draft loss
performance). The term “standardized”” means that all gas
properties are evaluated at a constant temperatuve, usually
500 F. (References [3] and [4] provide a complete description
and sample calculation for this technique.) With this method,
one can determine which tube bank exhibits the best heat transfer
performance for a given power expenditure. This comparison
can be based on either the heat transfer suvface avea in the heat
exchanger (i.e., Btu/hi-sq fi-F, transferred for a given friction
horsepower loss per sq fl) or the heat exchanger volume (i.e,
Btu/hr-cu fl-I" transferred for a given friction horsepower loss
per cu ft).

For example, Fig. 8 i3 a plot of hgpp versus Egpp on an aves

basis for all of the data from the six tube banks tested. Standavd
conditions are based on gas properties at 500 F. This plot
shows that the staggered tube bank Number 3 (S; = 5.0 in,,

S, = 4.5 in.) transfers more heat per square foot of heat transfer
surface for a given friction horsepower expended than any of the
other arrangements tested. ITowever, the relative performance
of all staggered arvangements including the “reference’” arvange-
ment is quite close, whereas the performance of the in-line arrange-
ment is the worst on this particular basis.

Fig. 9 is a plot of A'gpp versus E'gpp on a volume basis for
representative data from all tube banks. This plot shows that
for a given friction power expended, the “reference’” arrangement
transfers move heat per cubic foot of heat exchanger volume than
any other arrangement. The in-line arrangement is again the
worst on this basis.

A second method that can be used to determine the relative
performance of various tube banks employs plots of the ratio
hsrp/Bsrp (that is, the ratio of energy transferred to energy lost)
versus Reynolds number. The Reynolds number in this case is
based on the mass veloeity in a given size empty flow channel
into which the heat transfer surface is to be installed. This con-
cept is useful when heat transfer surface has to be installed in a
fixed size flow passage in which the gas flow rate is also fixed, and
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when the optimum surface configuration for these fixed conditions
is desired. One example of this type of use is in gas-ecoled
reactor design, where certain flow passage dimensions may have
been set by space limitations and where gas flow rates may have
been set by load requirements.

For example, Fig. 10 is a plot of the ratio hgpp/Espp versus a
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number

may 1970 / 219

Downloaded 04 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



modified Revnolds number for representative data from all tube
banks. A modified Reynolds number (which does not include
Jiameter) is used for this comparison since the empty duct size
for all tube banks was approximately the same size, and since
we are primarily interested in determining the relative per-
{ormance of the various surfaces in the same empty duct.

This plot shows that for a given Reynolds number in a fixed
size empty duet, the in-line arrangement provides the highest
ratio of energy transferred to energy lost. The in-line arrange-
ment would, therefore, be considered the optimum surface for
these fixed conditions. Note, however, that this method gives
no indication of the amount of surface required by any arrange-
ment to transfer a given amount of heat from the gas to the water.

For comparison purposes, the “reference’” arrangement is seen
to provide the lowest ratio of energy transferred to energy lost.

To emphasize the importance of knowing what criterion has
been used in a given relative performance study, we selected a
variation of this second method which might be of some interest
to a designer.  This method employs plots of the ratio hgyp/Esep
ras was used above) versus the Reynolds number in the minimum
Ivee flow area of the tube bank.

As shown on Fig. 11, the comparative performance of the
various tube banks has once more been changed and now both the
in-line arrangement and the ‘‘reference’” arrangement provide
the highest ratios of energy transferred to energy lost. But
again, there is no indication of the amount of surface required to
do a given job.

Summary of Relative Performance

To summarize the discussion on the different methods of com-
paring extended surface tube bank performance, the designer
should keep in mind the information each method conveys:
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Method 1

(@) hgpp versus Hgpp, on an area basis, determines the gy
rangement that, for a given friction horsepower loss, will transfe,
the most heat per square foot of heat transfer swuface.

by K gpp versus E'gpp, on a volume basis, determines the
arrangement that, for a given friction horsepower loss, wi)j
transfer the most heat per cubice foot of heat exchanger volume.

Method 2

(a} hypp/Egpp versus empty-duct Reynolds number deter-
mines the arrangement that, for a given Reynolds number in o
fixed empty flow passage, will provide the highest ratio of encrgy
transferred to energy lost.

&) hgpp/Egpp versus minimum-flow-area Reynolds number
determines the arrangement that, for a given Reynolds number
in the tube bank being considered, will provide the highest ratig
of energy transferred to energy lost.

Since the designer of heat exchangers which might use the type
of extended swrface investigated here is seldom faced with de-
signing under the conditions imposed under Method 2, we con-
sider this method of less value than Method 1. However, use
of the various methods of determining the relative performance
of different surface arrangements shown here may be of some
value in certain cases.
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Heat Transfer by Thermal Radiation and
Laminar Forced Convection to an Absorbing
Fluid in the Entry Region of a Pipe

The heat transferred to an absorbing fludd by coupled thermal radiation and lamin:
forced convection is computed for the entrance region of « tube with circular cross section.
The tube wall is black and isothermal and the fluid enters with eilther a fully developed
(parabolic) or uniform axial velocity distribution. Boih gray and approximately nou-
gray absorption are considered with the nongray absorption specified by the *'box model”
which approximates the spectral absorplion of a vibration-rotation band in o moleculu:
gas by an absorption coeficient which is a constant within an effective bandwidth and
zero elsewhere.  The box model is applied to carbon monoxide and to carbon dioxide unii
the calculations additionally include the effects of variable transport properties ana
variable density. It 1s shown that for the range of parameters considered in this paper.
the effect of the absorbed radiation 1s to increase the heat transfer near the entrance by as
mauch as a factor of four and to decrease the thermal entry length by a factor of ten.  The
effects of radiation are shown to be more important when the fluid is heated than when
it is cooled. By comparing the solutions for a gray fluid with constant properties witi:
those using the box model of the absorption it is demonstrated that the gray approxima-
tHon 1s not quantitatively accurate. A pproximale solutions are investigated and it is
shown that when the radiation-convection interaction is weak the radiation heat flux cun
be comprted approximately by ignorving the interaction and using the known forced con-
vection temperature solution. When the interaction is intense, both the coupling of the
radiation and convection and also the spectral absorption must be accounted for in cal-
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culating the heat transfer.

The box model is shown to be an acceptable method for

specifyving the approximalte spectral absorption coefficient tn nonisothermal gases.

Introduction

THE thermal analysis of modern engineering systems
must often include the effects of thermal radiation and forced
conveetion.  When the radiation is either very weak or very in-
tense one mode of heat transfer may be clearly predominant.
However, in some cases both can be of equal importance and the
interaction of radiation with forced convection must be con-
sidered in establishing the overall heat transfer in the system.
The description of this coupling effect in a manner suitable for
engineering analysis is not well established, primarily because of
ihe difficulty of accounting for the heat transfer by thermal radia-
tion from nonisothermal gases,

Heat transfer from isothermal gases can be adequately deter-
mined in terms of the total band absorptance and transmittance

Contributed by the Heat Transfer Division and presented at the
Winter Annual Meeting, Los Angeles, Calif., November 16-20, 1969,
of THE AMERICAN SoCIETY OF MECHANICAL [ENGINEERS. Manuseript
received by Heat Transfer Division, April 15, 1969. Paper No. 69-
WA/HT-16.

Journal of Heat Transfer

for homogeneous optical paths. In contrast, a nonisothermul
gas requires a knowledge of the spectral absorption coeflicient.
which is a function of the local thermodynamie state. That
energy which is absorbed in gases with temperatures below 5000
deg R is due to vibrational-rotational energy transitions in the
near-infrared and is strongly spectrally dependent. This pre-
cludes the use of a single mean absorption coefficient. A practi-
cal specification of the absorption is offered by those approximate
absorption coeflicients which ignove the complicated spectrul
fluctuations but yet maintain the gross properties of the true
absorption.  An example of such an approximation is given by
the “hox model’”” described by Penner [1]* and recently examined
by Cess, et al. [2], in which the absorption is constant over an
effective bandwidth., An improved model has been given by
Bdwards and Menard [3] as an extension of early work by Schaak
[4] which makes an additional correction for the distribution of linc
intensities within the band. This is the “exponential wide-band”
model. Both models are most accurate at large pressure-path
lengths or high temperatures where the individual lines in a band
are overlapped.

t Numbers in brackets designate References at end of paper.
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The purpose of this paper is to apply approximate specifications
of the absorption to study the heat transfer in an absorbing
fuid in laminar flow at the entrance to a black isothermal tube
with eiveular cross section.  The fluid is initially isothermal and
enters with either a uniform or parabolic axial veloeity distribu-
tion, A solution consists of specifying the temperature within
the fluid al arbitrary axial and radial loeations and the heat trans-
fer rate downstream from the entrance when the wall temperature
ix different from the initial temperature. This problem was
chosen in order to minimize the complications in a coupled ra-
diation-convection problem while displaying the essential fea-
tures of the interaction.  The problem is particularly convenient
beeause the thermal and hydrodynamic development are of the
“houndary layer” type. The types of absorption to be con-
sidered arve the gray approximation, in which the absorption co-
eflicient is spectrally uniform, and the box model, or effective
bandwidth approximation.  In the gray case the fluid properties
and the absorption coefficient are independent of temperature
while both the density and the transport properties arve taken to
he temperature dependent in the nongray case.

Previous studies of this type are those of Einstein [5], de Soto
and Edwards [6], and de Soto [7].  Einstein considered the flow
of a eonstant property gray fluid with a parabolic velocity dis-
tribution. e reported only the total heat transfer to the fluid
i atube with a length of five diameters for a single ratio of wall
to initial temperature. de Soto and Edwards, and de Soto also
considered constant property flow with a parabolic velocity dis-
tribution but use the more aceurate wide-band model for the
absorption in carbon dioxide. The solution [6] is approximate
in that the radiation heat flux is computed from the known forced
convection temperature distribution. de Soto’s solution [7] is
exacet within the restriction to constant properties in that the
temperature is established by the coupled radiation-convection
elfects.  All these solutions predict that the total heat transfer
iz significantly augmented by the radiation, with de Soto [7]

Fig. 1

Cylindrical coordinate system

showing an increase at the entrance by o factor of two for tem-
peratures below 2500 deg R.

Formulation of the Prohlem

Consider the eylindrical coordinate system in Fig. 1 wheve an
arbitrary point is denoted by (x, r) and a variable point by (ay, ry,
@), The distance s is then given by

{(:zt — 1) 4 2 4 o — 2y cos qb} Y ()

and s, denotes the value of s when r; = R, the tube radius.

TFolowing [8], the monochromatic intensity at the point {(x, r)
in a direction opposite to that of increasing s is given by the
integrated equation of transfer

8§ =

b~

Ty = Jge— 7w +f pKmec“f(“’)('ls o
0

where J,, is the intensity at the wall, By is the Planck function,
and 7(s) is the optical path length defined by

Nomenclature
A = total band absorption, K(ﬁm,ﬂ)m)? V' = nondimensional radial ve-
em™! and » locity, v Re/u,,
a, b, ¢ = exponents for the tem- K(77, 7"171)5 = integrals defined by equa- x = axial coordinate
perature  dependence tions (15b) and (24) 4 Stefan-Boltzmann  con-
of the specific heat, k = thermal conductivity, stant, 0.1718 X 103
viscosity, and condue- Btu/hr-ft-deg R (or Biu/hr-ft>-deg R*
tivity, respectively Boltzmann’s  constant, k = mass absorption coefli-
Be = Planck function Btu/ft>- in equation (28a)) cient, {t*/Ib,,
hr-em ~l-steradian N = conduction-radiation pa- T = optical distance
¢, = specific heat at constant rameter pk /4ol ) ¢ = zu.lgle 'defined i.“ Fi‘g. :
pressure  Btu/lb, -deg Nu = Nusselt number, 2Rq,/k M= viscosity, lp,,l/se(:—tl,‘
R r, -1, # = nondimensional tem-
¢ = speed of light in equation P o= ““‘1(““1@““““}11 I)"i‘r*'*“l'(*; perature, T'/7y -
(28a) (p — Do)/ /apitt, 2 w = wuve‘numl?er, em “
. . R o p = pressure, atm ¢ = nondimensional axial co-
Firy) andl = integrals defined by equa~ N N S, ding IR/ RePr
FOR) tions (17) and (23) Pr = Prandt huunbf;;, Mot 0/ ko ()1(.111(1t§{ v/It/ReP ,
! ) ¢ = heat flux, Btu/hr-ft? 7 = nondimensional radial co-
H = nondimensional enthalpy, ¢ = tube radius, ft or cm ordinate, r/R
(h — ho} ey = (8 N v . : ;’ S 4
, e = Reynolds number, p = fluid density, lb,, /fi
— D/ + “)/ 2R pottm/ o @ = solid angle, steradian
h = enthalpy, Btu/lb, <f"‘ r = radial coordinate
Plancl.(’s constant 1n s = distance along optical
equation (28¢)) path, ft or em Subscripts
H(m”ﬂ.ndl = mtcfgrals d_eﬁned by equa- S(T') = integrated band inten- w monochromatic value
H{Fn) tions (15¢) and (23) sity, em~2-atm™! 0 evaluated at initial conditions or
I, = specificintensity of radia- T = absolute  temperature, reference conditions
tion. Btu/hr-ft*-cm ™' deg R or deg K m = mean values
steradian . w, v = axial and radial velocity, w = evaluated at the wall
Jw = intensity from the wall. ft/sec Il = dummy variable of integration
Btu/hre-ft2-cm~i- U = nondimensional axial R = radiation component (also used ax a

steradian
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T(s) = f o ol Vs, @)
1]

that the fluid is in local thermodynamic equi-
considered. The divergence of

It is assumed
librium and seattering is not
the radiation heat flux vector

] ) ) = 4r @ d7 ([[w
—div qf = —di Tod€:lw ) = s ddew
0 Jo o Jo ¥

(4)
is the additional source term in the energy equation
oh n Oh 1 0 (rk oh liv -
w— v = = — | — — } — div q¥. ;
F ox P or T or \¢, or q )

Using t
contribution is

f j (o — Be)d:w
0 0
Ji e e
= p Ko J e T TG
17 Jo
Ke f j pRoBot ™ T dsdQ — dmKoB, v dw.  (6)

he eylindrical coordinate system, equation

he equation of transfer and its integral (2), the radiation

—diy gt =

When specialized to (
(6) becomes

@ o 2w
—div gt = pf wa ./w(:l‘l)f !;'T(S'”)(/f — 7 Cos @)
0 - Q
N (Iz R 2w
R 7q5 ! f f Pl\w[fwhf
Sw 0 0

dxy
X depdry — — Ak By > dw. (7)
52

— (%)

In equation (7) and the subsequent work the temperature dis-
tribution and the wall intensity are circumferentially uniform.

At the wall, the heat flux is in the radial divection and the radial
component of the flux due to radiation is

@ 4
qf = f f I cos (r, $)dQdw.? (8)
0 0

Following Heaslet and Warming [9], the flux is conveniently split
into inwardly and outwardly divected components according to

B R R
" =94 T g
wheve

g% = g¥if cos (r, 8) > 0 (outward) 9)
. H ) (‘
g = g% if cos (1, 8) < 0 (inward)

At the wall, r = R,

qf = f f f e~ TSR — R cos @R
0
o R 27
3 1,.
+ f f PR B r f ¢TI — 7y cos @)l R (1;1'11» dw
—w JO 0 f

the two components are

(10a)
¢F=x f J otlos {(100)
0
and for a black wall
¢ = ot (10¢)

2 Hen(e forth o7 is used to denote only the radial component.
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(7) for the divergence and equations (10) for the
absorption and a femperature

LEquation
heat flux are valid for arbitrary
distribution dependent upon l)oth x and ». The wall intensity
can have an arbitrary dependence upon x. However, specifying
the spatial variation of J, or k, in any generality significantly
complicates the solution. ISven numerical solutions for the
coupled problem are generally prohibitive because of the ex-
cessive number of quadratures which must be performed.  Ac-
cording to Einstein [3] the integral terms constitute the most
significant difficulty due to the addition of radiation even when
the absorption coeflicient and wall intensity ave spatially uniform.

For the laminar flow of a gas in a tube the effects due to radi~
alion pressure and radiation energy density are negligible and
are not included in the present problem. The momentum and
continuity equations ave then expressed as

ow o Lo ouy dp (11a)
pu dx e or 7 or H or da e
(pur) + (pm} (114)

ox

The energy equation (5) and the momentum equation (11¢) are
in boundary layver form and it has been demounstrated [10], in the
absence of radiation, that they adequately describe laminar
flow in a tube. Moreover, according to de Soto and Edwards
[6], the true radiative heat flux is acceurately approximated by
that which is caleulated for an infinite eylinder with a radial
temperature distribution the same as that at the axial position
at which the flux is to be evaluated. Consequently, the axial
temperature variation is neglected for the purpose of determining
the radiation contribution, which is consistent with the boundary
layer approximations in equations (5) and (11e). Extending the
criterion given by Sparrow and Cess [11] for flow between in-
finite parallel planes, the boundary layer solution will be aceurate
for axial positions away from the entrance such that

N RePr < ’> > 1
R

where & is the conduction-radiation parameter, N = pxk/407%.
This hypothesis was tested in [6] and [7] and found to be valid
except very near the entrance, where the boundary layer ap-
proximations themselves are least accurate.

An additional approximation which is made in evaluating the
radiation contribution to the energy equation and heat flux is
to neglect the change in wall temperature at the entrance. The
wall 1s treated as an Infinite tube at the uniform temperature
T, Because of the rapidly diminishing shape factor from the
entrance disk to any point on the wall more than a few radii
from the entrance (more rapid than exp — 2)) this approxi-
mation is consistent with the boundary Ll\ er approximations.
For the solutions presented in this paper the ervor in the total
heat flux at the position closest to the entrance is less than ten
percent.

In the conservation equations the density and transport prop-
erties ave taken to be variable since the large temperature differ-
ence will preclude the use of constant properties. For a therm-
ally perfect gas, the nondimensional enthalpy and density are

given by

P \
******* (1% — Lyand p/pg = -— (12)
1+ a Opo’
Transport properties are taken to be power law functions of the
temperature and independent of pressure.

The solutions require the simultaneous satisfaction of equa-
tions (5) and (11) with the radiation terms specified by equation
(7). Because of the coupling between the equations and the
nonlinear dependence of the radiation source terms on the tem-
perature, the solutions are numerical and of an iterative type.
In performing the iterations, equations (5), (11a), and (11b) are
solved sequentially. Further discussion of the numerical solu-
tions is given in the Appendix.
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Solutions for a Gray Fluid

Because of the simplicity of the gray fluid and because solu-
rions for such a fluid are essentially the most general which can
be obtained, a series of computations was performed to provide
<«ome quantitative insight into the effects of radiation. Further-
more, since the gray approximation is so unrealistic a model for
the absorption of real fluids, the caleulations are additionally
restricted to constant density and transport properties.

The momentum and continuity equations in nondimensional
form for this case are

U oU 2 D ol ap
Iy — Ve— = - Py — h o 13 )
/ o + on n oy (" 011) dé (15
a 7 a N
— = (Vi) = 0. 135)
oF <6n)+an<177> (13b)

These equations apply only when the initial axial velocity is uni-
furm sinee a parabolic initial veloeity distribution represents the
entire solution when the fluid properties are constant.

Using the work of Heaslet and Warming [9], the energy equa-
rion with the approximate radiation contribution can be written

as
of of 2 0 o8 To®
"= 4V = - — — 2 — H(ron)8,*
of t o oM (77 67]> + N (rom)
7ot [} . To¥
+2 f O mIME (rons, o)y — 2 0(n) - (14)
Fa 'l 0 e
where
o dy .
H{ry) = K (roy M olTony) / (15a)
1 E
K(ren, Tom) = j Kolrony)olmomy)dy 1 > m
1
(1ab)

= f Kotroqu Y olTany)dy 1 < m
1 !

At the wall, the nondimensional heat flux is

Rq, 00\ T(y2 ’l’o3 1
I — — F(r)d,} — 64 H 1
kT onlyoy v FToI0F NS, (na ) (ron)dm
(16)
where
| " . dy .
F(rg) = Ko (roy ) (Toy) Jl‘ (17)
1

Ky, Ky, I, and [; are modified Bessel functions of the first and
second kind of order zero and one, respectively [12]). Since
the absorption coefficient is uniform, the integrals H, K, and F
need be evaluated only once as functions of radial position in the
rube.

Solutions for this problem are given as functions of the con-
duction-radiation parameter N, the ratio of wall to inlet tempera-
ture f,, and the optical radius 7, = pkR. For the particular
case of 8, = 2.5 and a parabolic velocity distribution the solu-
ttons presented here can be compared with those of Einstein [5],
who considered the contributions to the radiation terms from
both the axial temperature gradient and the wall upstream from
the entrance. This comparison is therefore a check of the
validity of the approximations made in this work. Einstein
reports only the mean temperature at the exit of a tube with a
length of five diameters. These are compared with the present
~olutions in Fig. 2 for three values of the optical radius and for
+he solution without radiation. The agreement is excellent,
particularly at the larger Peclet numbers, for which the boundary
layer approximations were explicitly derived.

The solution without radiation, 7o = 0, is given to illustrate
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the effect of radiation, which is shown to be of increasing im-
portance with increasing Peclet number. For small RePr, im-
plying either small velocity or a large thermal diffusivity, molecu-
lar diffusion acts nearly uniformly over the tube cross section
and radiation is relatively less important. In contrast, for larger
RePr, molecular diffusion is confined to a vegion near the tube
wall while the radiation contribution, acting across the entire
cross section, becomes relatively more important.

Solutions for a gray fluid with constant density and transpoet
properties are illustrated in Fig. 3 in terms of the Nusselt number
based on the total heat flux. These few cases are shown in order
to illustrate the relative effect of each of the three independent
variables N, 7o, and 6,. The solution without radiation, oh-

) ;
0.8~ —
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‘3
@
<
o504
4 s
PRESENT EINSTEIN |
02 | SOLUTION.  _(REF 5)
‘ ; CURVE
| pxR=15 ! O
10 2 a
05 3 0]
| NO RADIATION 4 |
oL I -
1072 107! !
i X /R) / RePr i Sieaans]
[ | L | ]
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Fig. 2 Mean temperature at the exit to a tube five diameters long with a
gray, constant property fluid and o parabolic velocity distribution, 6.
= 2.5
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Fig. 3 Nusselt numbers for a gray, constant property fluid with a para-
bolic velocity distribution
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Fig. 4 Mean temperatures for a gray, constant property fluid with a
parabolic velocity distribution

tained from the present numerical solutions by deleting the
radiation terms, is also shown for comparison. In all cases the
Nusselt number with radiation is larger than that without radi-
ation. This is due to two effects. The first is that radiation is
an additional mechanism for heat transfer through the fluid
resulting in an increased heat flux. Secondly, the radiation
source term augments the rate of thermal development so that
the mean temperature approaches the wall temperature at a
more rapid rate. This rapid thermal development is shown in
Fig. 4 for the same combinations of N, 7o, and 8, used in Fig. 3.
Both effects act to increase the local Nusselt number, although
the effects are not equally important in all regions of the flow.
Initially, the Nusselt number is augmented only by the addi-
vional heat flux, while fwrther downstream, the more rapid
thermal development contributes when the mean temperature
approaches the wall temperature, In fact, far from the en-
trance, the increased Nusselt number can be due entirely to the
accelerated thermal development because the total heat flux for
an absorbing fluid can be less than that from a nonabsorbing
fluid for certain combinations of the three independent
parameters,

It can be seen from the solutions shown in Fig. 3 that the
Nusselt number for a heated fluid is different from that for a
cooled fluid. This effect is due to the contribution from the re-
gion near the wall to the radiation heat flux. When the wall
temperature is greater than the inlet temperature the radiation
heat flux is much larger than when the wall temperature is less
than the inlet temperature. The Nusselt number for 8, > 1
is therefore greater than that for 8, < 1 for equal N and 7o.
Also, the axial dependence of the Nusselt number is different,
with the case for 8,, > 1 having a minimum value, The radiation
component of the Nusselt number can be shown to be essentially
an increasing function of the axial distance when 8, > 1 while it
is a decreasing function for 6, < 1. When added to the conduc-
tion eontribution, which decreases with axial distance, the result
is a minimum value when 8, > 1 and a monotone decreasing
Nusselt number when 8, < 1.

By a heuristic argument it can be shown that the radiation
component of the Nusselt number approaches a definite value
far from the entrance which is given by

2Rg® T
e = 8 v F(7)8,5

Nupe = lim (18)

o kaT'o(6,, — 6,)

The approach to this value is from below for 4, > 1 and from
above for 8, < 1. The numerical solutions could not be con-
tinued to this limit because of the errors involved when 6, is

Journal of Heat Transfer

Table 1 Values of the integral F(7o)
Ta 0.0 0.05 0.1 0.5 1 5 10
ol (re)  0.005 0.0237 0.0395 0.149 0.154 0.225 0.25

very near 8, Values of 7o/ (75) are given in Table 1 which can
be used to caleulate this limiting Nusselt number and provide
some estimate of the importance of radiation. No limiting value
was obtained for the conduction component.

The Nusselt numbers in Fig. 3 and mean temperatures in Fig.
4 illustrate the effect of changing the conduction-radiation
parameter, N, while maintaining a constant optical thickness.
Decreasing N increases the relative effect of radiation and this is
reflected by the increased Nusselt number and the rapid thermal
development shown for the cases with N = 0.1,

Of particular interest is the effect of the optical radius 7. If
Ty is increased with N held constant the effect is to increase the
tube radius. This effect is shown by comparing the solutions
for 7y = 1 with that for ¢ — e« (optically dense) which shows
that there is an upper limit to the effect of tube size. For all
practical purposes, the flow becomes optically dense when 7, =
10. If the optical radius is changed with 7/N held constant
the effect is to change only the absorption coefficient. It was
found that there is a value of 7y, approximately 1.5 in this case,
such that the effeet of a vadiation is a maximum. This is in
agreement with the results given by Kinstein [5] and also the
work by Viskanta [13] who found the maximum to oceur at
pil, = 1.85, where L is the distance between parallel planes.
This effect is explained by appealing to the limiting forms taken
by the radiation contribution for very weak and very intense
absorption. We have, from Sparrow and Cess [11] that

lim div g® = 0{px); im div q¥f = 0 (l )
pr=>0 P D PR
Consequently, the effect of radiation vanishes when the fluid is
transparent or opaque and there is an intermediate value of the
absorption coefficient such that the effect is a maximum.,

A solution with a uniform initial velocity distribution was ob-
tained in one case and is shown in Fig. 3. The effect of the
developing velocity is essentially the same as that without radi-
ation, giving an increased Nusselt number at the entrance and
coinciding with the solution for a fully developed velocity dis-
tribution far from the entrance.

The temperature distributions obtained from the present solu-
tions were found to be essentially the same as those without
radiation when the radiation-convection interaction is weak.
However, when the interaction is intense, such as for the curves
1, 2, and 3 in Fig. 3, there is an essential difference. In contrast
to the case with no radiation, there is no axial length beyond
which the nondimensional temperature distribution (68 — )/
(6, — 6) becomes independent of axial position, or “‘fully
developed.” Moreover, for those cases studied which did
reach a state of full thermal development, it did not oecur until
the centerline temperature was very near the wall temperature.
Viskanta [13] presents solutions for a thermally fully developed
flow between parallel plates. The center line temperature
was an independent parameter and solutions were presented for
0.1 < 6(4¢)/6, < 10. However, the results for a developing
flow with radiation in a tube suggest that flows for which (8(¢.) —
8,)/8, exceeds 20 or 30 per cent may not be representative of
full thermal development.

Nongray Gases

The type of abosrption which is of interest is due to vibra-
tional-rotational energy transitions in molecular gases which
oceur in the infrared region of the spectrum (1 < N < 15 microns)
and which contributes to heat transfer in gases whose tempera-
tures are in the range 500 < 7 < 5000 deg R. Two models of
the absorption coefficient which have been used are the box
model [2] and the exponential wide-band model [7]. The
former treats the absorption as constant over an effective band-
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width and requires a specification of the integrated band in-
tensity and the bandwidth. The latter model likewise deals
with the gross absorption but allows the absorption to vary
within a band to account for line structure in an approximate
mauner. For numerical caleulations, in which the integral
terms are evaluated directly, the box model yields the most
economieal algorithim, although the wide-band model is recog-
nized to be the more accurate of the two. Accordingly, one of
the purposes of this study is to assess the applicability of the box
model.

An appropriate gas for the application of the box model is
carbon monoxide, a diatomic gas with a single fundamental band
for which the overtones contribute little to the absorption.  Fol-
lowing Penner [1] and Cess, et al. [2], the model is construeted
to maintain the proper integrated band intensity

K T,
P Aw = S(1) = f’-f Koo o = S(T5) = (19)
P ? Jau I

where S(Ty) = 237 em™2 — atm~! and 7y = 540 deg R. De-

fining the effective bandwidth to be that interval centered at the
band center for which the intensity is at least 0.001 times the
maximum intensity gives [2]

,1, 1//2 ,1, ifs
Aw(T) = Awy | — = 214 { — em ! (20)
7‘0 ’10
which yields
,57\; 7’0 3//'.1
= L11 T em™! — atm™? 20
p

where wy, the band center, is at 2143 em ™. The effective ab-
sorption coefficient, equation (21), is that used by Cess, et al.
[2]. A eomparison of the total band absorption

AplL) = f {l — exp — pi (p]f)} dw
Aw p

predicted by the box model and wide-band model is shown in Fig.
5 for the fundamental band of CO. Experimental data from
Abu-Romia and Tien [14] is also shown. The two models are
in acceptable agreement with the experimental data at moderate
pressure-path lengths. Using the box model, the integrals ex-
pressing the radiation contribution to the divergence and heat
Hux terms become

o " 1
H(7y) = f f e (L — 7 cos <J5><’¢ g
0 ]

(22)

(23)
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Fig. 5 The isothermal total band absorption at 540 and 2700 deg R for

the fundamental band of CO ysing the box model and exponential wide-
band models
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the energy equation and

(25}

The total contribution of radiation to t

the heat flux then becomes

—R? 72 ? T B
div gt = = 2 g=18w, {529 B (i)
kY T N { 7ot T
U rBa, ; 7 Ba,
T2y TR Kia, Fpodn — 4} (26
Do o a [ 04 O’[U |
Ryt Ba, 1
L 7[7:71”—"
]L{)[ I 0'[ 1 4

p (T8
L2 gﬁs/ﬂli—“iO 771[1(77]1)11:]1] 27)
g’y

where

7B, he \* hews -t "
Y= 15| — — ) wet { exp — (2
oy wry) Y kT8 "
and
kT/R 0
= 4;77‘ Fo= 1116 R (250)
and
5 & } ])
T o= f pRds = ff 62 () = ds'. (2Ne)
0 0 Po

assumed that

f Bodw = Bu,Aw
Aw

for which the error was computed to be less than one percent.
In solving for the temperatures, the temperature depeudence
of the properties was accounted for by power laws as

Wi = 0052 kky = (0,

It is additionally

(71;,"/0110 = 60.147; ‘._,”»)
Because of the temperature dependence of the density and
viscosity, the velocity distribution changes with the axinl posi-
tion giving a hydrodynamic entrance region problem even when
the velocity profile is initially developed. The numerieal solu-
tion in the present work was verified, without the radintion
terms, by comparing the solution for aiv with those given by
Worsde-Schmidt and Leppert [10]. The Nusselt numbers for
the two solutions differed by less than 2 percent and since the
solutions from [10} were obtained with a very small grid <pacing,
the agreement is taken as verification of the present finite differ-
ence approximations. The algorithms for the integral tevms
were checked against those computed for a uniform absorption
coefficient.

Nusselt numbers for CO with the absorption specified by the
box model were computed for four cases and are shown in Iig. 6.
For three, the initial temperature is 1000 deg R and the wall
temperatures are 1500 and 500 deg R with a parabolic initial
velocity distribution and 1500 deg R with a uniform initial ve-
locity distribution. The additional ease is for an initial tem-
perature of 530 deg R and a wall temperature of 2500 deg R
with a parabolic velocity distribution. Since the trun=port
properties, density, and absorption coefficient now depend upon
the temperature, the optical radius and conduction-radiation
parameter are not independent. The values used in
tions are based on the initial temperature and the initial pres=ure,
which is always one atmosphere. The Nusselt number ix based
on the thermal conductivity evaluated at the mean temperature.

The Nusselt numbers in Fig. 6 and the corresponding mean
temperatures in Fig. 7 do not differ qualitatively from tho=e of

these =olu-
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Fig. 6 Nusselt numbers for CO using the box model absorption coefficient
with temperature dependent properties and a parabolic initial velocity
disiribution

a gray fluid and constant properties, although the effect of radi-
ation is quantitatively less for equal optical radii and conduction-
radiation parameters because the absorption takes place in a
narrow band. The minimum value of the Nusselt number
and the much larger heat transfer and rate of thermal develop-
ment for 8, > 1 are found as for the gray fluid. Moreover, it is
expected that there exists an optical radius for which the fluid
can be considered optically dense and for which the effect of
radiation will be maximum. However, these values would now
be dependent upon the temperature and pressure. Also, the
observations about the occurrence of a fully developed tempera-
ture profile carry aver to the nongray fluid. The solutions for
6, = 1.5 and 0.5 appeared to reach a fully developed tempera-
ture distribution while that for 8, = 4.72 showed no indication
of this condition within the axial length for which the solution
was obtained. The relationship between the solutions with a
uniform and parabolic initial velocity is also the same as that
for the gray fluid. Since the net heat transfer and bulk thermal
development are integrated effects there is no particular feature
which distinguishes the nongray from the gray absorption.
However, since the absorption occurs only in a narrow band, the
effect of radiation depends strongly on the relative position of
this band and the spectral distribution of the radiation intensity.
Liven when presented in nondimensional form, the overall effects
of the radiation are therefore, in contrast to a gray fluid, strongly
dependent upon the absolute temperature of the fluid and the
walls.

The Nusselt numbers and mean temperatures given in Figs.
6 and 7 are presented as accurate estimates of the effect of radia-
tion on forced convection in a tube with black walls.  They
can also serve to assess the aceuracy of more approximate solu-
tions.  Approximate solutions which estimate the heat transfer
and thermal development in nongray gases are of particular
value since exact solutions are difficult to formulate and calculate.
Even the solutions which use a uniform absorption coefficient ave
of value even though moderately difficult to obtain, especially
for complex geometries, because they are much simpler than the
aceurate nongray solutions.

In the present paper two approximations are examined and
compared to the solutions using the box model for CO. One
uses an equivalent gray fluid with constant properties and the
other is a “superposed’ solution, which calculates the radiation
heat flux for a nongray fluid from the temperature distribution
of the solution without radiation. Both these approximations
are used when the wall temperature is not substantially different
from the initial temperature (i.e., 8, = 1.5, 0.5). The Nusselt
numbers and mean temperatures are compared in Figs. 6 and 7,
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Fig.8 The radiation and conduction heat flux in CO for Ty = 1000 deg R
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respectively. However, a more precise comparison is made in
Fig. 8 by showing the conduction and radiation components of
the heat flux. For these two eases the equivalent gray fluid is
based on the wall temperature according ta

f PraBalT,)des
| Aw
(), = o =

- T
f BiTde — °'°
0
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Table 2 Parameters for a gray fluid equivalent to the nongroy fluid with
Ty = 1000deg R, 7 = 1, and N = 0.0527

O o N
1.5 0.0668 0.0044
0.5 0.01 0.0044

while the conduction-radiation parameter is based on the initial
temperature. The equivalent parameters are given in Table 2.
The superposition approximation to the cold wall heat flux is
wood and is due to the fact that radiation has little effect on this
solution and therefore the temperature distributions with and
without radiation are essentially the same. The gray approxima-
tion for this case is poor, and is not shown. When the fluid is
heated, both the superposed and gray approximations are very
wood near the entrance. However, far from the entrance, wherve
radiation has affected the temperature distribution, these ap-
proximations are inaccurate. In addition to the heat flux, the
equivalent gray fluid permits an estimate of the mean tempera-
ture. The comparison in Fig. 7 shows that the gray approxima-
tion gives too rapid a thermal development. The choice of
matehing conditions for the gray approximation used here is not
unique and there may be others which could improve the approxi-
mation at specific points. However, for the case where 8, =
1.5, the radiation interaction is sufficiently important so that
there is probably no single value of the equivalent absorption
which applies uniformly over the entire axial length.

For the ease where 6, = 4.72, the temperature variation is so
large that no attempt was made to approximate the solution by
an equivalent gray fluid. Only the superposed solution is com-
pared with the exact solution in Fig. 9. It is obvious that the
radiation interaction in this case is very important and that the
superposed solution, and likewise the equivalent gray fluid, are
srossly inadequate. It is precisely for problems like this that
ihe effect of the coupling between convection and radiation and
the spectral dependence of the absorption must be accurately
=pecified.

A solution which is complementary to that of de Soto and
lidwards [6] can be obtained by applying the box model to the
flow of earbon dioxide. Since the solution in [6] is of the super-
posed type and because the interest is primarily with the radi-
ation contribution, it is only necessary to perform the computa-
tions by using the box model with the nonradiation temperature
distribution. The box model requires an effective bandwidth
and integrated intensity for each vibration-rotation band. Un-
like CO, which is a diatomic gas with a single band which con-
tributes essentially all the absorption, CO; is a polyatomic gas
for which several bands are important. Following de Soto
and Edwards, only the three bands centered at 2.7, 4.3, and 15
microns are considered. The integrated intensity and effective
bandwidth for the 4.3y band are given by Penner [1]. Iow-
ever, no effective bandwidth estimates were found for the other
two bands. Lacking this information, the box model for the
remaining bands was constructed in the following manner.
The total absorption for the 4.3y band was computed using the
box model and was found to match that of the wide-band model
at pL, = 1 em-atm at 540 deg R. If the other bands are also
matched at the same conditions, it is possible to infer their
effective bandwidths for the box model when the integrated
intensities are known. Using the integrated intensities for the
2.7 and 15u bands listed by Tien [15], the box model for CO; is
defined in Table 3. The temperature dependence of the in-
tegrated intensity and bandwidths are the same as those assigned

10 CO.

Tabie 3 Parameters for the box model of CO; at 540 deg R

Integrated Effective
Band Band center absorption bandwidth
microns em ™! cm " %atm ! em ™!
15 667 330 77
4.3 2410 2700 108
2.7 3750 61 350
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A comparison of the superposed solutions using the above
parameters for the box model and the solution given by de Soto
and Edwards [6] is given in Fig. 10. In addition to the models
for the absorption, the solutions differ in that the present calcula-
tions include variable density and transport properties with the
exponents ¢ = 0.194, b = 0.685, ¢ = 0.943, while the properties
used in [6] were evaluated at the mean temperature of 1500 deg
R. The comparison shows that the box model does not give
the same radiation heat flux as that obtained for the wide-band
model. Some of the difference can be attributed to the difference
between the solutions with variable and constant properiies.
However, most is due to the different absorption predicted by
the two models. Of course, the two models are not expected to
give the same results. The wide-band model aceounts for the
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line structure, which will be an important factor when tempera-
mure differences are large. The important feature which is
ilustrated by this comparison is that the box model gives what
can be regarded as an acceptable estimate of the radiation heat
flux. The box model represents an improvement over the gray
approximation by accounting in an approximate manner for the
spectral dependence of the absorption. The exponential wide
band model is a further improvement which accounts for the
effect of the distribution of line intensities within a band.

The coupled solution for CO, using the wide-model given by
de Soto [7] is also shown in Fig. 10 and can be compared with
the superposed solution given by de Soto and Edwards [6]. Tt
ix interesting to note that the relationship between the super-
posed and coupled solution for CO; is essentially the same as that
for CO, as shown in Fig. 9. The thermal development is actually
more rapid for CO; and is due to the additinnal absorption of the
three-band system. However, the absorption of CO,; is due
primarily to the 4.3y band in these temperature ranges.

The box model of the absorption due to vibration-rotation
bands cannot be applied without modification to every gas or
1o arbitrarily large path lengths or pressures. Penner {1] dis-
cusses the limits of effective bandwidth caleulations. For in-
stance, he argues that for some gases, including CO,, intense
rotational lines can make a contribution to the absorption outside
the effective bandwidth for high pressures and large optical
densities. He indicates that the box model is most appropriately
applied to hydrogen chloride and water vapor in addition to
carbon monoxide.

Gonclusions

An extension of the boundary layer approximation to the radi-
ation contribution to the energy equation and the heat flux is
achieved by observing that the radiation contributions are deter-
mined essentially by the radial temperature distribution. This
permits an efficient solution which proceeds in a manner similar
1o that used in ordinary forced convection flows. In the present
work this approximation is verified by the agreement with
Binstein’s solutions, which do not make this assumption. The
additional simplification of neglecting the contribution of the
1ube wall upstream from the entrance permits the use of simplified
integral expressions for the radiation terms which are strictly
valid for an infinite cylinder. Hrror estimates show that this
is acceptable for the set of parameters used in the present work.
It should be noted that this approximation permits the solutions
to be obtained for a nondimensional axial coordinate without
specifying the absolute axial location.

Solutions which account for both a gray and an approximate
nongray absorption coeflicient are given for several sets of values
of the wall and initial temperatures, a characteristic optical
radius and the conduction-radiation parameter. The range of
these parameters is sufficient to include both very intense and
very weak radiation-convection interactions. The gray case
provides the most simple solutions which arve independent of the
absolute temperature level and contain the essential features of
the radiation interaction. The nongray solutions, which use
the box model approximation to the band absorption of CO and
€O, provide more accurate estimates of the effect of radiation
from real gases and provide a basis ing the wvalidity
of approximate solutions.

The primary effects due to absorbed radiation in this entrance
region problem are an increase in the heat flux at the wall during
the initial thermal development and an aceceleration of the ad-
justment of the fluid temperature to that at the wall. There is
an essential difference in the heat transfer when the fluid is
heated or cooled. The Nusselt number or heat transfer coeffi-
cient for a heated fluid has a minimum value upstream from
the point at which the flow approaches full thermal develop-
ment. When the fluid is cooled this minimum value is not
found and the effect of the radiation is proportionally smaller
than for a heated fluid. In all cases the Nusselt number is in-
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creased due to the effect of radiation. In agreement with the
findings in [5] and [13] a value for the absorption coefficient
exists for which the effect of radiation is a maximum. The
value 7, = 1.5 agrees with that found in [5} for a gray, constant
property fluid.

Temperature distributions in the fluid are affected by the ab-
sorbed radiation. The effect is small when the radiation inter-
action is small, such as that for a cooled fluid. For more in-
tense interactions, such as for a heated fluid, the effect is to delay
the onset of full thermal development until the mean tempera-
ture is very nearly equal to the wall temperature. If the radi-
ation interaction is very intense, it is doubtful that full thermal
development will oceur.

Use of the box model to approximate the absorption coefficient
of CO was found to yield an approximation to the spectral ab-
sorption of real gases which provides heat transfer solutions by
directly extending the methods used for a gray fluid. The heat
transfer and bulk thermal development are qualitatively the same
as those for a gray fluid but due to the narvow spectral region of
the absorption, the gross effects are less pronounced. These
solutions account for variable properties and density and when
the effect of radiation is large, the effect of variable transport
properties is of secondary importance.

Two approximate solutions are compared with the more exact
coupled solutions with the box model of the absorption. A
gray fluid with a properly chosen effective absorption coefficient
can be used to estimate the thermal development in a real fluid
when the effect of radiation is small. The predictions of the
nongray radiation heat flux given by an equivalent gray fluid
are not satisfactory. When the effect of radiation is small the
vadiation heat flux can be better approximated by a superposi-
tion technique which uses the temperature distribution without
radiation to ecaleulate the radiation heat flux. This method
can be used with any specification of the absorption. For intense
radiation, neither approximation is satisfactory and the coupled
solution with nongray absorption is required.

The box model is applied o CO; and compared with a solution
using the more exact exponential wide-band model. It is indi-
cated that the box model can be used as an alternative specifica-
tion to the wide-band model for polyatomic gases.

The present solution method in which the integrals are evalu-
ated directly by quadratures is an alternative to Hottel’s zone
method [3]. Unlike the zone method, which is most easily
applied to equal volume and surface zones, the direet integration
method permits the accuracy and flexibility of Gaussian quadra-
tures to be utilized. The present method is probably most
useful when the surface geometry is regular so that the limits of
integration are uncomplicated and the integrals need not be
split (i.e., the boundary is a natural surface of the coordinate
system).

It has been demonstrated by a sequence of specific solutions
that thermal radiation can have a significant effect on the heat
transfer in laminar flow when the fluid absorbs thermal radiation.
For the moderate range of parameters used in this study the heat
flux was increased by a factor of as much as three to four and the
effective entry length decreased by a factor of ten relative to that
due to molecular conduction alone. By using a relatively simple
specification of the spectral absorption which uses a constant
absorption coefficient acting over an effective bandwidth, solu-
tlons were obtained which give a better approximation to the
absorption of real gases than that obtained from a gray fluid.
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APPENDIX
Numerical Solution

The partial derivatives in equations (3) and (I1) were ap-

proximated by finite differences for a rectangular mesh wiih
varying Ar and Az. The energy equation (5) has the additional
term accounting for radiation which is defined by definite
integrals. The integral terms are evaluated numerically and
it is necessary that the nodal points for the radial finite differences
correspond to the quadrature points of the numerical integration,
To achieve satisfactory accuracy and good resolution near the
wall, where gradients are the largest, a nonuniform radial grid
spacing was used. By experimenting with the order of the
quadrature and checking the finite ditference solutions with
known solutions, it was found that a 15-point Gaussian quacdra-
ture using the positive roots of a 30th order Legendre polynomial
gave satisfactory results. The energy equation (35), with the
radial derivatives in implicit form and the addition of the radi-
ation terms, becomes a set of simultaneous nonlinear algebraic
equations for the temperature ov enthalpy at the radial grid
points.
e of the approximation that the radiation contribution ig
determined by the local radial temperature distribution reduces
the energy equation to a parabolic type which can be solved in
essentially the same manner as the problem without radiation,
That is, the solution proceeds downstream from the entrance
by solving for the radial temperature distribution at each axial
position. The energy equation is solved by considering ihe
radiation term as a known source which is evaluated from the
temperatures of the previous iterate. The initial values for
the radiation terms at a new axial position are taken from ihe
final solution for the temperatures at the preceeding axial station.
Final values for the temperatures and velocities at an axial posi-
tion were established when the respective changes per iteration
were less than 0.01 and 0.1 percent. The technique of over-
relaxation was used to speed convergence., The treatment of
the radiation terms as a source and the over-relaxation technique
were found to be very satisfactory and are believed to yield an
efficient and accurate way of obtaining numerical solutions for
problems of this type. A more detailed discussion of the nu-
merical considerations along with a complete discussion of the
over-relaxation technique and the numerical experiments used
to evaluate the best value of the overrelaxation factor are given
in [16].
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Emittance of Nonconductors at
Moderate Temperatures

The measurement of the monochromatic emitiance of thermal insulators at temperatures

near room temperature is discussed.
For temperatures between 115 F and 125 deg F, the emittance is
between 0.7 and 0.85.
A discussion of the ervor involved in making such measuremenis is discussed

beef are presented.

data.
in detail.

introduction

THE aceurate  measurement of  monochromatic
cmittance of surfaces at temperatures near room temperature is
exceedingly difficult. At these temperatures, the energy emitted
is low and the effects of electrical noise and background radiation
can be significant. For nonconductors, the problem is further
complicated by the difficulty experienced in attempting to make
accurate swrface temperature measurements.  Several papers
have been written on methods of obtaining this type of data.

Gier, et al’, [1]? measured the monochromatic reflectance of
metals in the wavelength range from 1.0 to 15.0 microns. The
basic components of the system counsisted of a heated hohlraum,
a water-cooled sample, and a monochromator. The hohlraum,
which was heated to 1400 deg F by electrical heaters, had two
openings. The water-cooled sample was inserted in one opening
and was arranged so that energy from the sample or the hohlraum
wall could be alternately viewed by the monochromator. At a
particular wavelength, the ratio of the energy leaving the sample
1o that from the ideal radiator is the reflectance. If the surface
temperature had been measured, the monochromatic emittance
could have been calculated from the monochromatic reflectance
data. The method presented in this paper is not applicable to
measuring the monochromatic reflectance of nonconductors near
room temperature. Due (o the inherently low thermal con-
ductivity of nonconduetors, it would be extremely difficult to
ool the sample sufficiently while it is radiated by a high tempera-~

! Presently, Bell Telephone Laboratories, Greensboro, N. C.

? This research was supported by Public Health Service Research
Grants FD-00156-02 and FD-00156-03 from the Food and Drug
Administration,

¥ Numbers in brackets designate References at end of paper.

Contributed by the Heat Transfer Division for publication (with-
out presentation) in the JourwanL or Hear Transrer., Manu-
script received by the Heat Transfer Division, July 10, 1969; re-
vised manuscript received November 1, 1969. Paper No. 70-HT-D.

Journal of Heat Transfer

Copyright © 1970 by ASME

Results for the spectral emittance of freeze-dried

These values compare favorably with existing total emittance

ture source in an enclosure and also permit a constant swface
temperature.

Dunkle, et al., [2] used the same general apparatus deseribed
in the foregoing to measure the monochromatic reflectance of
fabries from 1.0 to 23.0 microns. The sample was cooled by
allowing an inert cooling gas, which was transparent to thermal
radiation, to flow through the cloth samples. The data presented
for cotton, linen, wool, silk, acetate, Arnel, rayon, orlon, dacron,
and nylon showed that for most of these fabries the use of dyes
does not materially affect the infrared spectrum past three mi-
crons.  Since data was not presented for the transmittance, this
reflection data should not be used in the calculation of the
absorptance or emittance,

Stierwalt [3] developed a technique for measuring the spectral
emittance of both opaque and transparent materials from 40 C
to 200 deg C in the 2.0 to 25.0 micron spectral region. The
energy emitted by a sample was compared to the energy emitted
by a blackbody at the same temperature. The spectrophotometer
was evacuable and the temperature of the instrument was con-
trolled by circulating water through copper tubing lining the
instrument. By controlling the temperature of the background,
samples could be run at temperatures lower than room tempera~
ture. Since the sample compartment was evacuable, atmospheric
absorptions were eliminated and the instrument could be operated
on single beam.

Stierwalt, et al., [4] used the procedure and apparatus outlined
above to measure the spectral absorptance of magnesium fluoride,
zing sulfide, calcium fluoride, zine selenide, crystalline quarts,
silicon, and several blackening materials such as flat black paint.

White [5] introduced a new method of measuring the diffuse
reflectance of samples in the infrarved region. The sample was
irradiated from all directions by chopped light. The sample and
source were placed at conjugate foci of a hemispherical mirror
with the chopper between the source and the mirror. This made
the component reflected by the sample distinguishable from the
one emitted by it. The main advantages of this method were
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that the reflectance of diffuse samples eould be measured over a
wide range of sample temperatures and that heating of the
~ample by the source of energy was small. Another chopper was
added after the sample so that the emitted component could be
recorded as an indication of the sample temperature. The sample
was Huminated from all directions and observed through a peep-
hole as in the hohlraum of Gier, et al. [1].

Aronson and McLinden [6] presented a technique for studying
ihe far infrared radiation of solids at temperatures down to
H.a deg K, Materials studied in this work include sapphire,
quartz, strontium fluoride, silicon, germanium, stainless steel,
aned an aluminum alloy.

An excellent reference of spectral as well as total reflectance,
emittance, absorptance, and transmittance data was written by
Crubareff, et al. [7]. This report presented an extensive survey
sud tabulation of radiation property data from over three
hundred references.  Another report written by Edwards, et al.

S| presented a comprehensive study of solar absorptance. Two
important sources concerning radiation measurements were

published in NASA publications which were edited by Rich-
mond {9} and Katzoff [10].

The purpose of the current investigation is to present a method
for measuring the spectral emittance of nonconductors near room
remperature, and then to demonstrate this method by measuring
the spectral emittance of freeze-dried beef. The only previous
data for beef, or any food substance, was reported by Sevcik
and Sunderland [11]. They measured the total normal emissivity
of beel in the temperature range, 66 T to 94 deg F'. A thermopile
Jdetector was used to measure the emf generated due to the dif-
ference in the energy emitted from the sample and that of a
blackbody. The emissivity of beef was found to vary from 0.73
10 0.78 over the temperature range investigated,

Apparatus

The apparatus used to measure the monochromatic emittance
i= shown schematically in Fig. 1 and a pictorial drawing of the
entire system is given in Fig. 2. The apparatus couosists of a
spectrophotometer, hohlraums, sample holder, and temperature
control and measurement equipment.

Spectrophotometer. Depending on the specific mode of operation
utilized, the role of the spectrophotometer is to collect, focus,
Jdisperse, detect, and record either differences in the intensity of
=nergy from a sample and reference, or the intensity of energy from
ihe sample alone. The spectrophotometer used in the current
investigation, the Beckman IR-4, is a double beam, recording,
infrared spectrophotometer that can also be used in single beam

SPECTROPHOTOMETER
HOHLRAUM 3 |

HOHLRAUM 5 2
POTENTIOMETER
TEMPERATURE CONTROLLER
HEATER

HMp NN~

70 EXISTING
/ : EQUIPMENT

operatiou.

In the double beam mode, the thermocouple detector alig.
nately views the sample and reference beams, and any difference
in the intensity of the alternating beams appears as an alteruai-
ing signal having a strength proportional to this difference.
When the sample and reference components of the beam ure
equal in intensity, no signal is observed. Towever, when there
is an unbalanced signal, an optical attenuator placed in the vefor-
ence beam responds to this signal from the detector and moves tq
restore the system to optical null. The signal is transmitted
electrically to the recorder which prints the difference betwear
the intensity of the two beams. Since double beam operation
involves a comparison of the radiation from the sample nd
reference, the absorption due to carbon dioxide and water vapor
in the atmosphere should not influence the results if the optica)
paths of both beams are equal in length and contain the same
gaseous composition. This can be checked by placing sources of
equal intensity in the sample and reference beams. The chart
should record a constant value throughout the scan if the optical
paths are equivalent. This is especially difficult to achieve,
however, when external optics ave used.

[n the single beam mode, the reference beam is blocked nd

]
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C. SAMPLE HOLDER AND REFERENCE
HOHLRAUM #2

D. HEATER
E. TEMPERATURE CONTROLLER

as}

Fig. 1 Schematic drawing of the apparatus

—®

Fig. 2 Pictorial druwing of the apparatus
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the thermocouple detects only the energy in the sample beam.
[n order to obtain quantitative results, a known reference must
be scanned over the same wavelength range at the same instru-
ment seftings and the results compared. If only qualitative
results are required, care must be taken to scan only in wave-
length regions where atmospheric absorption is negligible.

In both modes of operation, energy is collected and focused by
mirrors before being chopped by a rotating half mirror to form
the alternating signal. Front surface mirrors are used through-
out the system since glass is opaque to infrared energy beyond
approximately four microns. The alternating energy enters
through the entrance slit of the double monochromator and
passes through two prisms which disperse the energy into narrow
wavebands. Then one narrow band of wavelengths passes
through the monochrometer exit slit to the thermocouple. The
[R-4 instrument used in this work had two sets of prisms and
optics required to scan from one to thirty-five microns. The
basic interchange contains two high-resolution sodium chloride
prisms which are nearly transparent to thermal radiation in the
1.0 to 16.0 micron range. An accessory interchange consisting of
two cesium bromide prisms and related optics is used for the
11.0 to 35.0 micron range. These interchanges are prealigned
aud adjusted, and while one is not in use it is stored in a thermo-
statically controlled heated box to protect the hydroscopic prism
materials. The internal temperature of the spectrophotometer is
controlled to protect the hydroscopic prisms from excess moisture
and to minimize temperature influences on the calibration of the
instrument.

The IR-4 is equipped with a drive mechanism which rotates
certain optical components so that the infrared spectrum can be
continuously scanned in the wavelength range of the prism ma-
terials. The wavelength drive mechanism is coupled to the
chart drive mechanism to facilitate direct readings on standard
chart paper.

A set of external optics are supplied to optically connect the
basic spectrophotometer with both the reference and sample
hohlraums. The optical paths between the respective front
surface mirrors comprising the external opties are equal in the
reference and sample beams.

Hohlraums and Sample Holder. In order to measure monochro-
matic emittance, the amount of energy emitted by a sample is
compared with the energy emitted by a blackbody at the same
temperature and wavelength. The two hohlraums shown in
Fig. 1 serve as the required blackbody references used in this
work.

For double beam operation, two blackbodies are required.
Hohlraum #£1 is the reference while hohlraum #2 serves two func-
tions. First, it is used for calibration purposes. As stated earlier,
two sources of equal intensity are needed to determine if the
absorption bands due to water vapor and carbon dioxide are
equally compensated for in the wavelength range being considered.
The resulting scan is often denoted as the “100 percent line.”
This reference line on the chart can be set at any location. Since
the apparent emittance of the blackbody is nearly one, the ref-
erence line corresponds to the least upper bound of all possible
values for the emittance of the sample. Second, hohlraum #2
serves as a heater and mount for the sample holder.

In single beam studies, the reference path is blocked and hohl-
raum #2 serves as the mount and heater for the sample holder
and as the blackbody reference. A detailed description of the
construetion of the hohlraums and sample holder is given in the
following.

Hohlraum. Two identical hohlraums are used in the investiga-
tion. A blackbody can be approximated to a high degree of
accuracy by a deep cylindrical cavity open on one end. Aceord-
ing to Buckley [12] and Sparrow, et al. [13], if the c¢ylinder walls
are diffuse and have an emittance above 0.75 and if the length-
lo-diameter ratio is greater than four, the resulting apparent
emittance of the cavity will be greater than 0.99.

The hohlraums used in this apparatus were constructed so
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that the apparent emittance would be greater than 0.99 (see
Fig. 3). The inside surface of the hohlraum was sandblasted
and smoked with acetylene soot, which has an emittance above
0.95. Copper tubing was wrapped in a spiral around the outside
of the copper cavity to provide a continuous path for the thermal
fluid cireulated around the cavity. This entire assembly wasx
then slipped into a section of four-in. iron pipe. Thermocouple
wires leading from five junctions distributed along the cavity
exited through a port drilled in the pipe cap shown in the figure.
A hole was drilled in the lateral face of the outside pipe near the
start of the spiral to serve as an entrance port for the circulating
fluid. A similar hole was drilled in the pipe cap to serve as an
exit port.

When the hohlraum is used as a mount and heater for the
sample holder, the disk is removed and the sample holder is in-
serted (see Fig. 4). It was constructed so that it would fit into
the copper cavity to such a depth as to provide ample thermal
contact area for heating of the sample holder.

Temperature Control and Measurement Equipment. In order to ac-
curately measure the monochromatic emittance of a sample,
the surface temperature must be known and remain constant
during each run. Due to the low thermal conductivities of the
samples considered, the temperature of the sample holder must
be held at a sufficiently high value to make sure that the surface
of the sample and the reference hohlraum have the same tempera-
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fire, A recording potentiometer is used to continuously monitor
various lemperatures throughout the system. Proportional
temperature controllers were used to control the temperature of
the fluids ecireulating through both hohlraums. In order to
measure the temperature in the two hohlraums and in the sample,
thermocouples are used in conjunction with a recording potenti-
ometer. In the two hohlrawms, 24-gauge copper constantan ther-
macouple wire is used. Thermocouples made from 36-gauge
copper counstantan wire are used to measure the surface tem-
perature of the sample.

Procedure

Double Beam Operation. In the double beam studies hohlraum
#1 gserves as the blackbody reference, while hohlraum #2 serves
the dual role of being the mount and heater for the sample
holder as well as serving as the calibrating blackbody used in
determining the “100 percent line.” The following procedure is
used to measure the monochromatic emittance of a sample at a
specified temperature:

1 Blackbodies are positioned in both the reference and
sample paths, and the temperature controllers in both systems
ave set for the desired temperature.

2 The system is allowed to operate for several hours until
thermal equilibrium conditions exist. Minor adjustments are
made during this period to insure that both hohlraums are at the
=ame temperature.

3 Gain, period, slit, and comb adjustments are made in
order to position the chart pen at approximately 90 percent full
scale. At this position the “100 percent line” is run several
fimes.

4 The sample is placed in the sample path and the tempera-~
ture of the circulating fluid is raised until the temperature of the
sample surface becomes equal to that of the reference hohlraum.
Several hours are required for the system to reach equilibrium.

5  The sample is scanned several times throughout the wave-
length range of the optics in the spectrophotometer. The neces-
sary information needed to calculate the monochromatic emit-
tance is provided.

6 The process discussed in the foregoing is repeated for the
wavelength range covered by the other set of optics.

Single Beam Operation. In single beam studies, the reference
beam is blocked and hohlraum #2 serves as the mount and
heater for the sample holder and as the blackbody reference.
In using the single beam method to measure the monochromatic
emittance of a sample, the following procedure is followed:

1 With the hohlraum serving as a blackbody, the desired
temperature is set on the controller.

2 After equilibrium is reached throughout the hohlraum, the
maximum energy is set to read 90 percent on the chart.

3 The blackbody energy spectrum is scanned in regions of
negligible atmospheric absorption for the particular set of opties
in the spectrophotometer.

4 The sample is next placed in the path and the temperature
of the circulating fluid is raised until the sample surface tempera-
ture is identical to that of the blackbody reference. Several hours
are required for this step.

5 The sample is scanned over the same wavelength range as
the blackbody.

G The process is repeated for the other set of optics.

Monochromatic Emittance of Freeze-Dried Beef

Experimental Measurements. The monochromatic emittance of
several samples of freeze-dried beef was measured at 115 F
and 125 deg F. The accuracy and repeatability of the measure-
ments was checked by making several runs over the same wave-
length range and at the same temperature and instrument
settings. Since the variation in the measurements appear to be
rundom, the arithmetic mean of the emittance is calculated every
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Fig. 5 Average emiftance versus wavelength

0.2 microns and plotted as a function of wavelength.

Fig. 5 presents data for a rough specimen, sample #1, for tem-
peratures of 115 F and 125 deg F. The rough sample is pitted
with small holes and cracks in the viewing area of the specirvo-
photometer, Since these imperfections radiate as miniature
cavities, the emittance of the rough sample is higher than that of
sample #2 which is comparatively smooth. By examining the
data, it is apparent that the variation in sample surface condi-
tions has a pronounced effect upon the monochromatic emittance.
In addition, it is seen that the monochromatic emittance does not
vary appreciably with temperature. It is apparent that, for all
practical purposes, freeze-dried beef emits energy as a gray body.

Since freeze-dried beef is essentially gray, total emittance
values can be used in heat transfer analyses. Using a method
described by Giedt [14], the total emittance of a sample can be
calculated from monochromatic data. The total emittance of
sample #1 is 0.84 at 125 deg F and 0.88 at 115 deg F. Note that
the emittance decreases with increasing temperatures. This
variation of emittance with temperature also occurs with wood
and most nonconducting solids. The total emittance of sample
#2 at 115 deg I is 0.72.  Assuming that the monochromatic emit-
tance of sample #2 at 100 deg F is approximately the same as at
115 deg F and using blackbody data at 100 deg F, the total
emittance is estimated to be 0.72 at 100 deg F also. Since the
total emittance is not strongly dependent upon temperature,
it seems advisable not to construct elaborate equipment needed
to measure emittances at room temperature, but to use values
determined at 115 deg F. The value of 0.72 at 100 deg F com-
pares to a value of 0.73 determined by Seveik and Sunderland
[11].

Data is also presented in Fig. 5 for sample #2 at 115 deg T
using single beam methods outlined earlier. Since this is es-
sentially an independent method, it is important to note that
the results compare favorably with those taken by double beam
methods.

Discussion of Error. The energy radiated by the sample is actually
the sum of the energy emitted by the sample and the energy
reflected by the sample. Since the monochromatic emittance is
defined as the ratio of the energy emitted by the sample to that
emitted by a blackbody at the same temperature, it is important
to determine if the reflected component is indeed negligible. In
order to eheck this experimentally, the energy radiated by 2
sample at room temperature was compared to the energy emitted
by a blackbody at 115 deg F. It was found that the energy in
the sample beam was negligible in comparison to the blackbody
emission. Hence, if the reflectance does not vary radically with
temperature, the reflected component will be negligible at 115 deg
F also.

As discussed earlier, several runs were made at identical con~
ditions to facilitate checking the repeatability of the results and
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1o serve as a basis for arriving at a confidence level for use of the
Jdata i heat transfer caleulations,  As an example, sample #1 was
run five times at a temperature of 125 deg F. Using a method dis-
cussed by Hoel [15], the standard deviation, &, was caleulated for
this ease.  As shown in Fig. 6, a band of width 47 is plotted about
the arithmetic mean. If the variability is not a function of
wavelengths, this band should inelude 95 percent of the ex-
perimental points.

The scatter of the data can be partly attributed to small
variations in sample swrface temperature resulting from changes
in room temperature or oscillations of the fluld temperature cir-
culating in the hohlraum. The oxidation of the sample surface
may also affect the emittance. The effect of these errors was
checked by allowing the chart to continue running for several
hours while holding the wavelength constant.  The resulting plot
varied from a straight line by less than 5 percent.

fig. 7 is included to show the variation in the “100 percent
line” due to unequal optical paths in the reference and sample
beam during double beam operation. The large dip near 6.5
microns 15 attributed to the absorption of more energy in the

sample path than in the reference path. Tt was impossible to
align the hohlrawms to a degree of accuracy that would eliminate
this effect. A similar dip occurs in the sample run so that when
the ratio of the two is caleulated to determine the emittance,
the effect is minimized.

Recommendations, In order to take meaningful data below three
microns and above 24 microns where the energy is extremely low,
it is necessary to operate in the single beam mode. The follow-
ing method is outlined for this type of sensitive measurement.

Instead of scanning the reference first and then the sample,
a swival mechanism should be provided, with the sample holder
on one end and the reference hohlraum on the other. Depending
o the position of the swival mechanism, either the sample or
reference could be viewed by the spectrophotometer. The
procedure would be to alternately view the refevence and theu
the sample at each desired wavelength. At each wavelength,
the gain should be adjusted to have the reference read 100 per-
cent on the seale. In this manner, the emittance could be read
from the chart directly. The entire system should be purged
with dry nitrogen Lo eliminate the carbon dioxide and water
vapor absorption bands.

It in the future studies the monochromatic emittance is needed

4
1.0k at room temperatures, the method discussed by Stierwalt [3]
AVERAGE EMITTANCE could be used. A brief discussion of this method is included in
0.9r RWJ the introduetion.
W a7
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Effect of Buoyancy on Forced Convection in
Vertical Regular Polygonal Ducts

Laminar combined free and forced convection through vertical regular polygonal ducls
has been studjed. All fluid properiies are considered constant, except variation of
density in the buoyancy term. Heat flux is considered uniform in the flow direction
whiletn the transverse direction two wall conditions have been considered; Case 1—
uniform circumferential wall temperature, and Case 2—uniform circumferential heat
flux. A solution by point matching method in terms of a series containing Bessel func-
tions has been obtained. Nusselt numbers, local heat flux, local shear siress, and pres-
sure drop have been. investigated. The condition of Case 1 results in higher Nusselt
number values compared to the condition of Case 2. However, these differences in Nus-
selt number diminish as the number of sides of the polygon are increased. In each case,
at higher values of the Rayleigh nmumber, the Nusselt number 1s less sensitive to the num-
ber of sides. When Nusselt numbers against number of sides are considered, in Case 1,
the Nusselt numbers reach asympiotic value at lower number of duct sides compared to
Case 2. At low values of buoyancy effect, tn Case 1, the maximum circumferential heat
Slux vesults at the centre of the wall, while at higher values of the same, the local heat flux
becomes uniform over a substantial portion of the wall. Under Case 1 buoyancy effect
increases the heat flux ratio at the duct corners. In three-sided polygon at higher values
of the buoyancy parameter the maximum shear stress is no langer incident at the wall
center. As the number of sides is increased, however, the maximum shear siress again
takes place at the wall center. The Case 1 produces higher shear stress values near the
wall center, while the Case 2 produces higher shear stress values near the duct corner.
When the buoyancy parameter is high and the number of sides is not large, Case 2
results tn higher values of pressure drop parameter compared to Case 1.
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Introduction

IN convective heat transfer processes, free convec-
fion effects result under the influence of a gravitational force
field. The free convection effects are due to density differences
arising out of temperature differences. In a conveelive process,
theoretically there is never a pure forced convection case. When
the effects of forced convection are dominant, the natural con-
vection effects are usually ignored. On the other hand, when the
buoyancy forces arising from density differences are relatively
large, the forced convection effects may be ignored. In many
practical situations both the effects of free convection and forced
convection are present. Elenbaas [1]! has analyzed the case of
pure free convection through vertical ducts. It is known the
effects of buoyancy on a forced convection process can considera-

! Numbers in brackets designate References at end of paper.

Contributed by the Heat Transfer Division and presented at the
Winter Annual Meeting, Los Angeles, Culif., November 16-20, 1969,
of THE AMERICAN Sociery oF MEucHANIcAL ENGINEBRs. Manu-
script received by the Ileat Transfer Division, January 0, 1909.
Paper No. 69-WA/HT-10.
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bly alter the heat transfer rate. Most previous studies in this
area have been documented in a literature survey by Bhatta-
charyya [2].

For flow through circular ducts when the wall temperature
varies linearly or is uniform in the flow direction, the peripheral

- wall temperature at any seclion remains constant. For flow

through noncircular ducts, however, the fluid slows down near
the corners, thereby transmitting less heat in these areas. This
may result in nonuniform peripheral wall temperature and non-
uniform peripheral wall heat flux. The extent of this rotational
assymetry depends upon the duct configuration, thermal con-
ductivity, and thickness of duct wall. This circumferential as-
symmetry is also present in combined free and forced convection
through vertical noncircular ducts.

It is known {3, 4] that for fully developed laminar flow through
ducts under uniform axial heat flux, the equation describing
temperature distribution through the duects is mathematically
similar to that describing deflection of thin plates. As such, one
can borrow the available solutions from the plate theory (when-
ever possible) to solve the duet flow problem. Ilowever, this
poses one restriction, namely, the usual boundary condition from
‘the plate theory is equivalent fo that of uniform peripheral wall
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femperature.  The case of uniform peripheral heat flux in duct
flow will, however, give rise to a set of boundary conditions
which is normally not encountered in the plate theory.

Some studies of laminar pure forced convection through non-
cireular and regular polygonal duets under uniform axial heat flux
and uniform peripheral wall temperature are available in refer-
cnees [A-10]. Yen [11] has presented an exact solution of pure
foreed convection through wedge-shaped passages under uniform
peripheral heat flux, while Tao [12] presented an exact solution
by conformal mapping for the same boundary conditions, but for
w cavdiotd duct.  Combined free and forced convection solution
for vertical nonecireular and circular sector ducts under the con-
ditions of uniform axial heat Aux and uniform peripheral wall
temperature have been presented by Lu 4], Tao (13, 14], and
Han [15]. For noncircular ducts, solutions of combined free
and forced convection with uniform peripheral heat flux do not
appear to be available in the literature.

The present study treats the case of fully developed laminar
combined free and forced convection through vertical regular
polygonal ducts under uniform axial heat flux. The boundary
conditions considered are (i) uniform peripheral wall temperature
and (i) uniferm peripheral wall heat Hux. Solutions have been
presented which satisfy exactly the differential equations and
satisfy the boundary conditions only at a number of points on the
walls.  As will be shown in the following sections, the results ob-
tained are very accurate.

Formulation of the Prohlem

Consider a vertical straight vegular polygonal duct, Fig. 1.
Consider fully developed laminar flow through the duct in the
vertical upward divection along the positive z-axis.  Uniform
heat flux in the axial direction is assumed. Viscous dissipation,
pressure work, and axial conduction terms in the energy equation
are considered identically zero.  All fluid properties are assumed
constant except for variation of density in the buoyancy term of
the equation of motion. The fluid may contain uniform volume
heat sources. Under these conditions, the governing equations
can be written as:

The wall aud Huid temperature gradients are — =

being a coustant.
The equation of state can be written as

p = p,ll — BT — T )
where 7', ean be replaced by Tapex for the case of uniforny pe.
ripheral heat flux. The wall temperature is defined as

or
Ty="To+z"

where 7' is the reference temperature at z = 0. Inserling equa-
tion (3) in (1) and (2) and nondimensionalizing, we obtain

VOV Npuh = — L, )
Vig — V = —F, (3)
where
o0 Lo 1o
oR* ROk~ R2ob:

In equations (4) and (5), the Rayleigh number Ng, and the
heat generation parameter /' are prescribed guantities, while 17
¢, and L are the three unknowns. We therefore need o third
equation which is provided by the continuity considerations in
the duet,

JIvVda = ffdA. 7
L qC

N

op ,
0=-—+ uViu — py, (1) :
C
T \e
pCpu 5 EVT 4 Q, (2) _ B _
where
Viss . '
or? Fi .
ig. 1 Coordinate system
A = area of cross section mensionless 2, 0 = coordinates
€, = specific heat of the fluid at Nxo = hDy/k, Nusselt number, di- z = axial coordinate in flow di-
constant pressure mensionless rection
7 9.0t (Y ; S -
. . Ngs = (pC,Ci\8D,%)/ku, Rayleigh . N
'y = temperature gradient in flow Ve (0%9C, i ".>' Hy Rayieg N= (T =T or (1T — Tiper)
divection number, dimensionless UC Cil
' ! e 3
. . ) = heat generation rate - pPUL oty ; -
D, = hydraulic diameter = (4 2) PAL generation I . o = X\ : ) dimen
crosssectiona) aren)/(heat R = r/D,, dimensionless radius K
sross-sectional area)/(heat ; i ane
- LR s = nuwmber of sides of a regular stonless temperature fune-
transfer perimeter) polygon tion
; Ty . RINES ’
F o= Q/pC,C.U, heat generation o surt | : - . .
' ter, di conl (ave = average surface heat flux ¢ = ¢/L, dimensionless
parameter, dimensionless T ¢ e
, = temperature ; . ; . fies L s ar
F = F/L, dimensionless ipera i B, p, &, 4 = fluid properties in standard
) B w = axial velocity notation
e 3 M ¥ M I aoeet e 1 2 M 5 i
g = gmvxtatlmml acceteration U = average axial ve]()clty (N 1,
Nave average  peripheral  heat V = a/U, dimensionless axial ve- K (N ko)
transfer coefficient B locity 7 = local wall shear stress
L = pressure drop parameter, di- V = V/L, dimensionless Tave average wall shear stress
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[n the assumptions stated above nothing has been said about
the conditions of peripheral wall temperature or the peripheral
wull heat flux.  We wish to solve equations (4) to (7) under the
fullowing two cases:

Case 1@ Uniform peripheral wall temperature,
V=¢=0 at the wall. (8)
("ase 2: Uniform peripheral wall heat flux,
o] .
qé = Constant )
oN at the wall, &)
V=0
¢ =0 at the apex of the duct. (1)
Solution

[ equations (4) and (5) the pressure drop parameter L is an
unknown constant. We therefore can divide (4) and (3) by L
and obtain the following two equations

vy 4+ Nm.qs = —1,
Vg — ¥ = 0.

where ¥ = V/L, ¢ = ¢/L. F = F/L has been dropped for the
time being. Solutions for finite nonzero values of ¥ will be ex-
phuined later in the analysis.  Elimination of L in (11) and (12)
simplifies the problem, considering the fact that we now have
only two equations in two unknowns, ¥ and ¢. The method by
which L is obtained will be explained later when we deal with the
particular boundary conditions.

(1
(12)

We first of all present a general solution of equations (11) and

(123 These two equations can be combined together to give
ViV + Ne ¥ = 0. (13)
Les
Ngs = nt (14)
su that (13) can be rewritten as
VT 4 4 = 0, (15)
o
(V2 4 i) (V2 — g ¥ = 0. (16)

General solution of equation (16) can be obtained by combining
solutions of

(V2 i) 7 = 0, (17)
and
(V2 — in) 7V = 0. (18)
This solution will contain the terms [16],
ber, (k) cos nf, bei,(nR) cos nb,
ber,(nR) sin nd, bet,(nR) sin nf,
Ker,(qR) cos n, Kei,(qR) cos nb,
Ker,(nR) sin nf, Ket,(nR) sin né. (19)

Since the problem is even in 6, the terms containing sin nd will
drop out. Tn addition, as the veloeity is finite at the center, the
ker and kel terms will not exist in the present case.

Becauze of the symmetry of the regular polygous, only the
region OBC, Fig. 1, need be considered. For this region the gen-
eral expression for velocity can be written as

= Z Cber, (qR) cos ns
= (}

+ Z D, Jbet, (qR) cos nsh.
7= ()

(20)

Journal of Heat Transfer

IFrom equaiion (20) we can write

Vi = nﬂtm Z C o bei, (nk) cos nsb
7=

+ Z D, ber, (qR) cos ns@} (2007
n=10

From (11}, the temperature function can be wriltten as

¢ = — (L4 V7] (211
NRa
Equations (20) and (21) give a general solution of the equations

(1) and (12). However, we have still to evaluate the constants,

C, D,,, and the pressure-drop parameter L. These quantities

are obtained by point-matching at the walls with respect to each

boundary condition.
Case 1: This boundary condition states that

V=2¢ =0 atthe wall.

which is the same as V' = ¢ = 0 at the wall. To satisfy the
condition of no-slip at the wall, equation (20) gives

0 = Z Cber, . (qR) cos nsf
=0

+ >0 D bei, (qR) cos nsB, (22
n=0
while the second condition gives, from (11),
VP = —1 at the wall,
Introducing (20a) in (23), one obtains

@

Z C,bet (qR) cos nsl
n=0

—~1 = 2

+ > Dber, (aR) cos nsH:l. (24
n=0

The coefficients C,,, and D, are obtained from (22) and (24) by
point matehing at the wall BC.

For n number of points on the boundary, (22) and (24) will
give 2n number of equations in 2n unknowns. These equations
will be of linear algebraic type and can be readily solved, except
that each term of these equations is an infinite series.

Determination of the coeflicients €, and D, completely solves
the problems for 7 and ¢. The pressure-drop parameter L can
now be evaluated from the continuity equation as

S SdA N
L= ——— (25)
S S VdA
where the integration is performed over the area OBC. Deter-

mination of L now gives the required quantities V and ¢.

The reason for originally eliminating L from (11) and (12) iz
now obhvious. This simplification is good, however, as long a=
F = 0, a situation which is most common. In the event
results are required for finite values of F other than zero, F then
becomes an unknown constant. For this situation the point-
matching procedure described above can be followed except that
now n number of points on the boundary will vesult in 2n number
of equations in (2n -+ 1) number of unknowns. The (2n + 1)*
equation will now be provided by the continuity equation (7).

Case 2. For the case of uniform peripheral heat flux, the con-
dition ¥ = 0 at the wall remains the same as in Case 1. Accord-
ingly, as before, the condition ¥ = 0 at the wall will give equa-

tion (22). Tlowever, the condition 0¢/0N = constant at the
wall gives
ol ~
d) =025 {— — F (26
oN L
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For the system of coordinates, Fig. 1

o) o] sin § 0
— = 08 § — — —. (27
oN = “CUor T R of 27)
From (21) and (26), one obtains
1 0 —~ 0.25
— e — 2 = — (1 — F). (28

where V27 is given in equation (20a).

The coefficients €, and D,, can now be evaluated from (22)
and (28), but for the parameter L. We therefore need an addi-
tional equation. This equation is provided by the condition ¢

= ) at the apex, which from (21) gives

VY = 1. (29)

The coeflicients C,, D,, and the pressure-drop parameter L can
now be obtained by point matching (22) aud (28) at the wall BC
and (29) at the apex C.

It may be noted here that the continuity equation is not ex-
plicitly required to evaluate L in Case 2. The reason for this is
that the continuity requirement has been utilized in derviving
26).

This completes the solution of the problem for the two cases.
The method described in the foregoing can be extended to a pre-
scribed circumferential temperature distribution as well. Having
obtained the solution for velocity and temperature profiles, we
can now evaluate Nusselt number, local heat flux, and Jocal shear
stress distribution.

Nusselt Numbers. Nusselt number signifies the energy con-
vected from a surface.

T Iy)
r,-—1,

(30
A A (30)

A\VVN\K =

where Ty is the average wall temperature. For the Case 1, Nus-
seli. number in the nondimensional form can be written as

- 1—F ;
Nya = — - (31)
4 s
where
VdAd
Dz = S S Ve (32)

S Svda
For the Case 2, the expression for Nusselt number reduces to

L - F )

Ny = R rie
N 1 /s (33)
4 S (d))\mllde - qu;:I
/s o

)

[n equations (32) and (33) the area integrals are performed over
the region OBC while the line integrals are performed over the
wall BC,

local Heat Flux. For the boundary conditions of Case 1, the
local wall heat flux will vary over the circumference. In non-
dimensional terms, the ratio of the local to the average wall heat
flux can be written as

99
i ON / wan

we 1 (7 [0 '
toe L <--¢’> a6
/s Jg ON / want

Local Shear Stress.  In a manner similar to the local heat flux,
the ratio of the local to the average shear stress can he written as

<LV
T a~\7 wall

ffff = ‘ —. (35

/s v
<(L> df
0 AN [ waty

(34)
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Table 1 Improvement of Nussell numbers with number of points on the
wall for a square duct and comparison with an exact solution, for uniform
circumferential wall temperatures

NUSSELT NUMBERS
N Number of Points on the Wall BC,
Ra Present Analysis Exact
Solution

2 3 4 {15]

o 3.7702 3.7002 3.7004 3.6962

100% 4.5891 4.4722 4.4492 4.4372
100+ 7.4134 8.3815 8.3342 8.2716

Table 2 Improvement of Nusselt numbers with number of points on the

wall for an equilateral friangular duct and comparison with an exact
solution, for the case of uniform circumferential wall temperature

NUSSELT NUMBERS

N Number of Points on the Wall BC,

Ra Present Analysis Exact
Solution
2 3 4 17
10 3.1250 3.1248 3.1248 3.1299
100 3.239%0 3.2472 3,2475 3.2475
500 3.5547 3.7489 3.7537 3,7537
1000 3.6927 4.,2846 4.3029 4,302%
5000 1.6686 6.4505 6.7896 6.7971
10000 7.3081 8.2678 8.2944
Discussions

Before we discuss the various results of the present analy=is,
it is worthwhile to point out some of the computational details.
First, the actual loeation of the points on the wall BC had litile
effect on the final results as long as the points were evenly dis-
tributed. Secondly, in the evaluation of the infinite series
ber,,(nR) and bet,,(nR), ete., it is known that their econvergence
depends on the values of their argument and suffix, as such ex-
treme care was taken to insure their convergence.

We now present the results of Nusselt numbers, local hen
flux, local shear stress, and pressure-drop parameter and compare
them with those of published work.

Nusselt Numbers Under Constant Circumferential Wall Temperaiure.
Table 1 presents the Nusselt numbers obtained by the presen:
analysis as compared to those of an exact solution by Han [15] for
square ducts. This table also shows the effect of number of
points (on the wall BC, Fig. 1) on the Nusselt number value-.
This table shows that with only four points, the results are very
close to those of the exact solution.?

A similar comparison is given in Table 2 for the case of at:

2 In Table 3 of Han these Nusselt numbers are given as 3.69, -£.27.
and 9.46, respectively. A recalculation of Han's expressions shows
that some of the values in his Table 3 were somewhat in error.
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Fig. 2 Nusselt number against Rayleigh number for various polygons
under uniform circumferential wall temperature
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Fig. 3 Nusselt number against number of sides for various Rayleigh
numbers under uniform circumferential wall temperature
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Fig. 4 Nusselt number against Rayleigh number for varicus polygons
under uniform circumferential heat flux

equilateral triangle. The exact solution for this case is given in
17]. This table gives additional evidence that the present
point-matcehing method is quite accurate.

Fig. 2 preseuts the variation of Nusselt number against Ray-
leigh number for different number of sides, This figure shows
rhat as the Rayleigh number increases, the effect of number of
sides on the Nusselt number diminishes. Fig. 3 gives the plots of
variation of Nusselt number against nwnber of sides for some
values of the Rayvleigh number. From this figure one can clearly
note how the Nusselt numbers attain asviptotic values for
various amounts of buoyancy effects.

Journal of Heat Transfer

Table 3 Nusselt numbers against Rayleigh numbers for various poly-
gons for uniform circumferential wall temperature

NUSSELT NUMBERS
(¥ Humber of Sides of Polygon
Ha -
I Circle
3 3 5 6 ’ 8 i2 (Exact
Selution)
1 3N 3.61 3.87 1.0 4.0 1.18 4.27 3.36
160 3.25 3.70 3.9% 4.08 .17 4.23 4,34 4.43
500 3.7% 108 4.26 4.37 4.45 4.51 4.60 4.69
Hno 4.30 1.47 4.63 4.72 4.78 1.8% 4.92 4.99
2000 5.18 5.20 5.35 5.38 5.46 5.50 5.56
5000 6.73 680 5.88 6.89 6,90 5.91 6.91 6.94
10000 8.27 2,40 8.43 8.46 5.47 g4 I 5.48 8.49

Table 4 Nusselt numbers against Rayleigh numbers for various poly-
gons for uniform circumferential heat flux

HUSSELT NUMBERS
M Humber of Sides of Polygon
Ra T Circle
El 5 [ 7 8 12 (Exact
. Solution}
i 1.30 3.23 3.65 3.88 4.02 4,12 4,28 4.36
—
100 2.51 3.32 3.72 3.9 4,09 4,17 4.34 4.43 i
|
500 3.3 3.69 4,07 4.24 4.36 4,44 4.61 4.69
1600 3.61 4,14 4.37 4,57 4.69 4,77 4.33 4.99
:
2000 4.69 4.95 5.00 5.18 5.28 5.34 5.52 5.56
5900 6.01 5.34 6.47 6.61 6.70 6.73 6.93 6.94
10000 7.84 8.10 8.17 3.17 8.26 8.3 8.48 8.49 i

Table 3 lists Nusselt number values. It may be added here
that in this table the values of Nusselt number at Ngra = 1
should closely correspond to the results of pure forced convection
through regular polygonal ducts. Comparison with Cheng’s
[10] values indicates that this indeed is the case.

Nusselt Numbers Under Constant Circumferential Wall Heat Flux.
As indicated earlier, for combined free and forced convection
through vertical noncircular ducts, there does not appear to be
available any study corresponding to the case of uniform periph-
eral wall heat flux. As such, the accuracy of the present results
is difficult to estimate. However, at Nra = 1, the Nusselt num-
ber values given in Table 4 agree closely with the corresponding
values given by references [18] and [19] for pure forced convec-
tion case.

We present the Nusselt number of plots in Fig. 4 as funetion of
Rayleigh number for various number of sides. The variation of
Nusselt number against number of sides for various values of the
Rayleigh number are given in Fig. 5. Table 4 lists the Nusselt
number values.

We now compare the Nusselt numbers for the two cases of
uniform peripheral wall temperature and the uniform peripheral
wall heat fux.

When Figs. 4 and 5 are compared to the corresponding Figs. 2
and 3, it is noted that the case of uniform peripheral wall heat
flux gives lower values of Nusselt number for given values of the
free convection parameter and the number of sides. Yen [11],
in a study of laminar foreced counvection through wedge-shaped
passages, has also shown that the Nusselt numbers are lower for
uniform peripheral wall heat flux compared to those of uniform
peripheral wall temperature case. When Fig. 3 is compared with
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Fig. 7 Local wall heat flux ratio for hexagon

1Mg. 5, it is observed that for a given value of the Rayleigh num-
ber, the influence of the increasing number of sides on the Nusselt
number diminishes earlier for the case of uniform peripheral wall
temperature compared to the case of uniform peripheral wall heat
Hux,

tocal Heat Flux Ratio.. The local heat flux distribution, according
to equation (34), has been evaluated and, for two particular
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geometries, is plotted in Figs. 6 and 7. Fig. 6 is for the equi-
lateral triangle and shows that while at low values of the Lay-
leigh number the maximum value of loeal heat flux oceurs at
point B, at a high value of the Rayleigh number the heat {lnx
becomes uniform over a substantial portion of the wall BC. TFig,
7 is for an hexagonal duet and shows that for this geometry, the
local heat flux ratio is relatively less sensitive to the free convee-
tion effects.

It can be noted from both the Figs. 6 and 7 that the buoyauey
effects increase the local heat flux ratio at the apex C, while they
reduce the same at point B.

According to expectations, it has been observed that as the
number of sides are increased, the differences in loeal heat (lnx
ratio reduced, until for a circle they disappear completely.

Local Shear Stress Ratio. The local shear stress distribution has
been evaluated from equation (33). Both the cases of uniform
wall temperature and uniform wall heat flux have been analyzed,
Fig. 8 presents, for an equilateral triangle, the local shear stress
ratio for both the boundary conditions. This figure shows that
while for low values of the Rayleigh number the shear stress
ratio 1s maximum at point B, at high values of the buoyaney
effects this maxima shifts toward the apex C. This rather un-
expected result is borne out by caleulations made from the exact
solution given in [17]. Fig. 8 presents a comparison of shear
stress ratios between the case of constant peripheral wall fem-
perature and that of the constant peripheral wall heat fux. It
is noted from this diagram that at high values of the buoyancy
effects, the condition of uniform circumferential wall heat flux
produces lower shear stress ratios at the point B, while it pro-
duces higher values of the same near the apex C.

As the number of sides are inereased, the variations in Inecal
shear stress ratios are reduced, whether or not there are buoyancy
effects present. This applies to both the cireumferential boundury
conditions under consideration. The differences in local values
reduce very rapidly as the number of sides are increased from
three.

Local Wall Temperature.  For the case of uniform circumfevential
wall heat flux, the circumferential wall temperature difference ¢
has been studied. With or without buoyaney effects, the maxi-
mum wall temperature difference oceurs at point B.  As the
number of sides are increased, the effect of buoyancy on local wall
temperature diminishes, until for the circle it completely dis-
appears. Local wall temperature distributions for four and eight-
sided regular polygonal duets are shown in Fig. 9.

Pressure-Drop Parameter. Pressurve-drop parameter L, as a func-
tion of the Rayleigh number and number of sides, has been evali-
ated for the two wall boundary conditions. Tt is observed that
when the number of sides is small and the Rayleigh number is
high, the uniform circumferential heat flux condition results in
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Table 5 Pressure-drop porameters L against Rayleigh numbers for
various polygons for both the boundary conditions

pag
i0a Unifar sferential Heat Flux
r of Sides
3 « | s 8 6 |circle 3 4 6 |
1 26,750 28,501 3W.04| 30.17 31.98) .08l 2703 W.061 0.1/
1 3530 35,260 36,16, 36860 37.36] 37637 53.35) 41.900 38.07] 36.87 37321 37.69
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higher values of the pressure-drop parameter compared to the
case of uniform peripheral wall temperature. Table 5 lists some
values of the pressure-drop parameter for a number of polygous
under the two wall boundary conditions. Fig. 10 presents the
pressure-drop behavior for an equilateral duct for the two ecases,
aud elearly shows that the uniform wall heat flux condition re-
sults in higher pressure drops.

Gonclusion

A solution by point-matching method in terms of a series con
taining Bessel functions has been obtained for the case of com-
bined free and forced convection through vertical regular poly-
gonal ducts.  Two boundary conditions have been treated: Case
I——uniform circumferential wall temperature and Case 2—uni-
form circumferential heat flux. Case 1 results in higher Nusselt
niumber values as compared to Case 2. In each case at higher
values of Rayleigh number the influence of number of sides on
Nusselt number diminishes.
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A Numerical Method for Calculating
Fully Developed Laminar Velocity
Profiles From Temperature Profiles

1t is noted that the velocity profile has a significant effect on the lemperature profile thu:
develops in a flutd flowing through a tube. A numerical method for retrieving the
velocity profile from a lemperature profile is given and the computer program writtes
to implement the method is described. The method reirieved velocity profiles of reason-
able accuracy from temperature profiles calculated from the Graetz solution and by
Kays numerical method.. The results of a study to estimale the effects of possible ex-
pertmental errors from several possible sources on the calculated velocity profiles wre
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Introduction

WHEN an isothermal fluid in fully developed steady
laimninar flow through a uniform tube encounters a change in tube-
wall temperature, the temperature field that develops is a unique
function of the velocity field, the thermal diffusivity of the fluid,
andl the wall temperature. The problem of caleulating the tem-
pernture profiles that develop has been treated by many authors.
Solutions are available for both Newtonian and non-Newtonian
fuids, for a variety of boundary conditions. Fig. 1 shows several
temperature profiles calculated by the numerical method of
Kuys [1] for a variety of different velocity profiles.

IFig. 1 demonstrates that velocity profiles have a significant
effect on the temperature profiles. This suggests that the tem-
perature fields that develop in flowing fluids may contain usable
information about the velocity fields. By inference, then, they
also contain information about the rheological properties of the
fhid.  Tf the temperature field is to yield usable information
ahioud rheological properties, however, there must first be a means
of reconstructing the velocity field from temperature measure-
ments.

This paper describes a numerical method of calculating the
veloeity profiles from temperature profiles that develop under
ronditions of steady, fully developed flow through a tube as just
described. The key feature of the method developed herein is
the construction of a numerical temperature grid independently

* Numbers in brackets designate References at end of paper.

Uontributed by the Heat Transfer Division for publication (with-
aun presentation) in the JourNaL or Hear TraNsrer. Manuscript
received by the Heat Transfer Division, July 9, 1968; revised manu-
sevint received, March 25, 1969. Paper No. 70-HT-C.
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of the velocity profile. A dimensionless group that is held con-
stant is used in the construction of the grid. This group contaiu~
the local velocity as one of its factors. After the grid is complete.
the temperatures in the final column of the grid are compared.
one by one, to a physical temperature profile developed in Huid
flowing through a tube. In this way a physical radius may be a~-
sociated with each row of the grid. A one-step calculation then
vields the corresponding fluid velocities.

The method was developed in the course of a search for a new
method of studying the flow of a non-Newtonian fluid in a small
tube. It has been programmed for a digital computer and ha-
successfully retrieved parabolic veloeity profiles from temperature
profiles calculated from the classical Graetz solution [2]. It ha-
also recovered the original velocity profile from a temperature
profile calculated for a highly distorted non-Newtonian veloc-
ity profile by Kays’ numerical method [1].

The Mathematical Model
The energy equation applicable to each point in a stream of
incompressible fluid is
pr
Pty i)T = V(I\VT) + uo. (-

Equation (1) may be expressed in cylindrical coordinates and the
following assumptions made:

1 The system is axially symmetric.

2 Viscous dissipation is negligible.

3 Fluid properties are constant in the heated portion of the
duct.  Entrance values are used.

4  Transients have decayed.

5 There is negligible axial conduction in the Huid.
245
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Fig. 1 Temperature profiles in fluid flowing through atube as calculated
by Kays' method {1] for the velocity profifes shown in the inset

& The hydrodynamic velocity profile is fully developed at
the entrance to the heated section of the duet and remains con-
stant thereafter.

Under the foregoing assumptions, the energy equation reduces to
the familiar form

orT [ T
U — = — — i (r D—> (2)
@ or

The thermal diffusivity & = k/pc, and the dimensionless radius

eylindrical coordinates of the tube to a semi-infinite Cartesian
plane. The modified energy equation takes the form

or e o7

o (roR)? oy?

where the velocity w is a function of R only, but where no specific
form of the functional relationship is assumed. The symbol R is
retained in equation (3) and subsequently for convenience in
preference to the more cumbersone ev.

The finite-difference form of equation (3) may be written as

WAL e A i)
Az ()2 (Ay)? N
Put
Thin = T(-l"m ym)
AzT = Tm,n+1 - Tm'n
AyT = Tm+l,n - Tm.n
ALT = Thiin = 2T min + Tiiia
W = ().
In this notation, equation (3¢) becomes
o 22 :Iym.{.l.u - 27'1}1.71 + yval,n <{”))

(Ay)?

U (Po R )
If it were possible to measure all the temperatures used in equa-~
tion (3b) it would be possible to solve immediately for the corre-
sponding velocity, w.. However, in considering possible experi-
mental difficulties, we note first that

or | oT'|

or | € lory

(If that were not true, the assumption of negligible axial condue-
tion would be untenable.) Hence the axial temperature gradient
required in equation (3b) might be very hard to measure.
Second, it appears possible to make many more temperature
measurements in a radial traverse than could be made in an axial
fraverse. Data-smoothing techniques could bhe applied with
more confidence to the radial temperature profile in such a case.
In deference then to experimental difficulties we will derive a
method of constructing a numerical temperature grid without
knowing either the axial temperature gradient or the functional
relationship between the fluid velocity, ., and the dimensionless
radius &, (or y,,). The final columun of the numerieal grid is
then compared to a radial temperature profile so that a radius is
associated with each index m. The corresponding velocity u,,
will then be obtained from a one-step closed-form solution.

The task of constructing the temperature grid would be
greatly simplified if there were a set of transformed radii {y,,}
such that equation (3b) could be written in the form

Il = »/ry ave introduced. A transformation y = In R, credited AT = % (Toitn = 2T mn 4+ Touiin) (3e)
by Jakob [3] to Nessi and Nissolle [4], is made to transform the
Nomenclature
¢, = constant-pressure specific heat P = the dimensionless group Y = a value of y between y,,_, and v,
D Dt = substantial derivative, 0/07 {M}’_Aj)} =InR o
+ Uy aldx = thermal diffusivity

d = differential operator

I = dimensionless radius »/rq

= finite difference

vk PR w
|

. . . 7 = radial coordinate = yiscosity
k= thermal conduetivity of the fluid ! Hd‘d ‘ = density

. ) re = radius of tube = density ‘ .
I. = length of the heated portion of 7' = temperature = dissipation function, also a di-
the duet { = time mensionless correction factor

In = natural logarithm U = velocity vector defined by equation (8)

m, n = indexes in finite-difference equa- w = axial velocity V = vector differential operator

be}

tions

246 7/ may

1970

z = axial coordinate of tube

= partial differential operator
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where P is a constant chosen to satisly stability requirements.®
Comparison of equations (3b) and (3¢) indicates that the con-
stant 2 must be defined by the relation

)

Since we wish 1/F to be constant, two observations must be
made.  First, lhme are two points in the low field where equation
(4) is singular; at the tube wall where the velocity is normally
zero and at the center line where R is zero. Second, equatious
(3h) and (3¢) are valid when A[/ is a fixed quantity. Except for
the special case in which ,,[2,,2 may be a constant, Ay must vary
to satisly equation (4). Hence equation (3¢) must be corrected
for the variation of Ay.

[t is seen that there are three problems to be overcome before
a4 relation sueh as equation (3¢) can be applied to the computa-
t1ion of velocity profiles from temperature profiles; the stability
the problem of singularities, and the problem of variable
that («) the stability problem has been
the singular points can be avoided

problem,
Ay, It will be shown
solved by other authors, (b)
in the caleulations, and (¢) the introduction of unaceeptable error
hy the variable Ay can be avoided by the use of a weighting factor

on the temperatures.

Stahility
Kquation (36) is similar in form to the finite-difference one-
dimensional heat-conduction equation

o+ /Al Q’./_\ i YAl I7a =

/m,nd — /:u,n = i17)7 (l m+tn T A-[m.n + 1 mﬁl;n,) ('))
Dusinberre [6] wrote (using the present notation)

’lym.ngl . ,[Ym,n = [’; <,]Ym+l.n - 27'77'.71 + 7‘///71,11) (’3(5)

the modulus P = (Ax)z/aAL? Richtmyer [5] proved that
the necessary and suflficient condition that the error in the nu-
merical integration of equations of the form of (5) be bounded is
that PP > 2. The classical, graphical solution to the one-dimen-
stonal heat-conduction equation, published by Schmidt [6], used
F = 250 that equation (He) reduces to

where

Ym,n (1 mi+lin + 1m~l-n) 2 (6>

Dusinberre 7] recommended the use of P = 3, in which case

equation (Ha) becomes

(Tmitn + Toin + Tocan) /3. (6a)

Tm,nu =

L the present study, a modification of equation (6¢) was used
stccessfully, where I was defined by equation (4). It was con-
cluded that the stability eriterion developed for one-dimensional
conduetion ix also valid when applied to steady, axisymmetric,
laminar How.

Boundaries and Singularities

The points in the flow field where equations (3¢) and (4) are
singular may be avoided without great difficulty. Starting at the
wall, 7'y, is the wall temperature, which is one of the houndary
conditions that must be given. The usual assumption in con-
tinnum fluid mechanies is that the Huid velocity is zero at a
stationary, solid swrface.  With the wall temperature and the

2 Richtmyer [6] defines a stable solution as one in which the error
is bounded. e emphasizes, however, that the fact that the error is
hounded does not, in any sense, mean that it is small,

5 Jakob [3] credits the concept to Nessi and olle [4] who intro-
duced the expression aldf/(Ax)? = K /2 where K is chosen arbitrarily,
numbers between 1/, and 1 being preferable in most cases. See.p. 386
of reference [3].

Journal of Heat Transfer

velocity at the wall known, the temperature computations may
begin with 7%,, for each n > 1.

At the second singularity, the center line of the duct, neither the
temperature nor the velocity is known. It is known, however,
that the temperature gradient, 07" /01, goes to zero. Both 7' and
£ are continuous and have continuous derivatives. THence

or oT R or
DT

oY oR dy oR’

t of two quantities that go to zero in-
For all practiceal

Thus 07'/0y is the product
dependently the center line is approached.
purposes, thervefore, the transformed temperature gradient
o1 /oy may be set equal to zero for suffictently small £, This
was handled in the program by setting T.n = T for m
greater than some arbitrary integer, say, M Y. By proper choice
of MY, the center line may be approached as closely as desired.
Thus the second singularity is avoided by staying a finite distance
from the center line without incurring any significant penalty on
aceuracy.

Gonsequences of the Variability of Ay

It has been pointed out that, as u and R vary at different
points in the flow field, Ay must also vary so that the product
wn(rold Ay)? is held constant. This must be done to satisfy
equation (4). The problem lies in the fact (hat the formulation
of the second difference of temperature with respect to y, A7,
is predicated on a constant Ay. A method of correction for the
variation in Ay was developed and applied successfully.  The
development is given in the following.

Consider the computation of T, with values of Ay to
either side of the node point (m, n) given by Ayr = Yt — Yu
and Ay = Y Yote Lot Yoty Yu, and yus be given. It is
possible, without loss of generality and consistent with the re-
quirement that 1w, (rR,,Ay)? be constant, to suppose that

W = Yut] > et — Yol

Obviously there exists some y, say v = Y, in the interval (y._y,

o) such that

Y — ¥ = Yot =~ Y.

e conventional formulation of the second difference of 7’
to ¥, e.g., as in equation (3b), the temperature
That is

In th
with respect
Tv.» rather than 7°,,_1., should be used.

AT Tzt = 2T + Ty
(Ay)? (Ay)
where Ay = w1 — Y. Both 7 and its derivatives are assumed

to be continuous. Therefore 7 must be piecewise linear over small
imtervals, Since 7' is linear over small intervals, it is possible to
interpolate linearly between 71 and 7',,,,.  On performing the
interpolation, it is found that

Ty =0 — &) + bl (7)
where

= Y

Ym = Ym—y

G =1 (8)

(7) and (8) were used (o

The quantities defined by
write equation (6a) in the final form

Ponst = Tgm + (@u + DT + (1 = @)l /3.

We note parenthetically that higher-order interpolation could
be used to obtain T'y,,. In the cases run in this study, however,
it was found that Ay tended to vary by a factor of about three
between the maximum and minimum values in a field of 60-100
ralues.  Linear interpolation was used therefore to save com-
puter time.

equations

(6b)
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shown along the axes.

The Computational Scheme

A computer program was written to perform the ealculations
iteratively as described in the following.

The fluid temperature is assumed to be known and uniform
when the fluid enters a short heated section of tube. The axial
coordinate, z, is set equal to zero at the entrance to the heated
section. Initial values for {¢.) and Az are chosen. Starting
then at © = 0 and with the wall temperature known for > 0,
the temperature throughout the heated section is calculated.
Computations based on equation (6b) are continued, filling
column after column of the grid diagrammed in Fig. 2 and pro-
ceeding in the direction of increasing z (i.e., downstream) until
Tary,n veaches the observed center-line temperature. The final
result of these caleulations is a one-dimensional matrix with MY
elements of temperature, 7,,. (Only the last column of figures
in the grid in Fig. 2 is used.) The matrix exists in the trans-
formed plane with each of the node points at an unknown distance
from the edge of the plane, i.e., the tube wall.

The transformation back to cylindrical coordinates is made by
comparing the numerical temperatures, T, to an experimental
profile. TFig. 3 shows how this might be done graphically. For
m = 10, T', is the 10th element of the one-dimensional tempera-~
ture matrix., For the temperature matrix to have physical sig-
nificance, there must be a corresponding 7(R) in the physical
system such that T(R,) = T,. Hence one could extend a line
at constant m {m = 10 in the example of I'ig. 3) to intercept the
temperature curve of 77, then extend the line across at con-
stant temperature to intercept the curve of T(R), then upward to
locate the radius &, on the upper abscissa. This is done for all
the MY elements of the temperature matrix.

Two things are done in preparation for the second (and suc-
cessive) iterations. A new value of Az is caleulated;?

Aw = L/N

where L is the length of the heated portion of the duct and N

4 When the tube-wall temperature varies axially, Az must be known
in order that the tube-wall temperature be known at each step. 1t is
seen from equation (4) that Az affects the velocity as a scaling factor.
1If the actual center-line temperature is high, more steps must be taken
in the a-direction for the calculated center-line temperature to reach
an experimental center-line temperature; that is to say, Az must be
small. It follows that the calculated velocity will be smaller than it
would be if the center-line temperature were low. Thus one of the
reasons for forcing a match between the calculated and experimental
center-line temperatures is to obtain a proper value for Az.
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Fig. 3 Diagram illustrating the transformation from numerical coordi-
nates to physical coordinates by comparing numerical and physical tem-
perature profiles

is the value of n when T'ay, reaches the observed (input) center-
line temperature. Second, a new set {¢.} is calculated using
equation (8). Then the temperature field is reinitialized to the
values at © = 0 and computations are resumed using equation
(6D).

It was found that the program converged monotonically to
stationary values of Az and {¢,} in about six iterations.
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Fig.4 Graetz temperature profile. The peoints calculated from the Graetz
solution are indicated by the crosses. The solid line represenis the pro-
file calculated numerically by the method developed in this study.

After satisfactory convergence on Az and ¢, is achieved, the
velocities may be obtained by solving equation (4) for u:

aP Az )
Um = T
(rol, Ay)?

or

aPAzx
u

‘e = P"l 1 2
[roRm In <L—R+—“>:]

A more detailed discussion of the computer program is given
in reference [8], which also contains a FORTRAN listing.

(9a)

Test of the Numerical Method

The program was written so that the velocity profile can be
caleulated if a temperature profile is input or a temperature
profile can be calculated if a velocity profile is input. The pro-
gram was tested by comparing the results of a temperature-
profile calculation to the classical Graetz solution. Fig. 4 shows
a temperature profile calculated from the Graetz solution using
eigenfunctions and derivatives published by Brown [9]. The
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Fig. 5 Velocity profile calcuiated from the Graetz temperature profile.
The calculated points are indicated by the crosses. The parabolic profile
assumed in the Graetz solution is given by the solid line,

0.0

temperature profile calculated by the Graetz solution is indicated
by the crosses shown in the figure and the profile calculated
numerically is indicated by the solid line. Fig. 5 shows points on
a velocity profile caleulated from the Graetz temperature profile
in Fig. 4. The parabolic velocity profile assumed in the Graetz
solution is indicated by the solid line in the figure.

The numerical method was tested further by calculating a
temperature profile for a highly distorted velocity profile by
Kays’ method. Then the method developed in this study was
used to retrieve the velocity profile from the temperature profile.
The assumed velocity profile and the results of the set of calcula-
tions are shown in Fig. 6.

From the results of the ealculations just cited, it was con-
cluded that the numerical method developed in this study would
retrieve velocity profiles of reasonable aceuracy f{rom the tem-
perature profiles developed in either Newtonian or non-Newtonian
flow. There are undoubtedly many ways in which such informa-
tion can be used. For example, if the velocity gradient at a tube
wall is known and the axial pressure gradient is known (or can
be measured), an apparent fluid viscosity at the tube wall may
readily be calculated. Such explorations are, however, outside
the scope of this paper.

Reguirements on Data Accuracy

It is seen from Fig. 1 that large variations in the velocity profile
produce relatively much smaller variations in temperature. It is
clear that the determination of velocity profiles from temperature
profiles imposes stringent requirements on the accuracy of the
temperature data. Iistimates have been made of the effects of
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Fig. 6 Velocity profile calculated from a perturbed temperature profile.
The temperature profile was calculated numerically by Kays’ method for
the velocity profile indicated by the solid line. The crosses represent
the velocity profile refrieved from the temperature profile.

errors in temperature measurements on the calculated veloelty
profiles. The errors considered were errors in temperature mea-
surements as affected by sensor location, errors in radial temper-
ature gradients, errors in wall temperature measurements, and
the effect of variable thermal diffusivity. These studies are
ciscussed next.

An estimate of the effect of small errors in temperature mea-
surement on the calculated velocity may be made by assuming
the ervors to be small enough to linearize the equations. The ¢.'s
in equation (60) will be assumed to be zero. Rather than perturb
the temperature 7', that is associated with a radius R,., assume
that an error exists in the measurement of R,.. Standard tech-
nigues of differential ealculus may be applied to equation (9) to
ohtain

I Qu,, — 2

R,

(1)

WU OR,,

According to equation (10), an error of 0.01 in the value of I,
would introduce an error in w,, of about 2 percent near the tube
wall or an error of 4 percent at a point midway between the
tube wall and the center line.  As R, approaches the center line,
the error in w, increases without limit.

An analysis similar to that just cited may be used to estimate
the effect of an error in the radial temperature gradient. Assum-
ing that the given temperature at 12,, is correct, it has been shown
[8] that

1 Oty 2

T T T = T (11
i 0(0T /OR)  oT/oR )
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Fig. 7 The effect of errors in wall temperature on the velocity profile cal-
culated from a temperature profile

Again, the effects of errors are least significant near the tube
wall, where the temperature gradient is the greatest, and again
the error in u,, increases without limit near the center line of the
tube, where the temperature gradient goes to zero.

The greatest uncertainty in tube-wall temperature measure-
ment would probably be at the junction between the heated and
the unheated portions of the tube. The temperature differences
to be measured are smaller there and the effects of axial conduc-
tion in the tube wall would cause greater uncertainty in regions
of large axial temperature gradients. A study was made to assess
the effect of error in wall-temperature measurement at the up-
stream end of the heater on the calculated velocity profile. Fig.
7 illustrates that study. A radial temperature profile was caleu-
lated by Kays’ method for the parabolic velocity profile indicated
by the solid line in the figure using the wall temperature indi-
ated by the solid line in the inset. Then velocity profiles were
saleulated using the Kays’ radial temperature profile and two wall
temperature profiles; the original profile and a perturbed profile.
The velocity profile caleulated using the original wall temperature
1s indicated by the circled points in Fig. 7;  that caleulated using
the perturbed wall temperature profile (indicated by the dashed
line in the inset) is indicated by the crosses in the figure. Iig. 7
indicates that errors in wall temperature at the heater inlet
would change the caleulated velocity profile approximately by a
scale factor. The form of the caleulated profile is not modified
significantly.

The possibility that the increase in thermal diffusivity with
increasing temperature may modify the temperature profile was
considered.  According to data published by Eckert and Drake
[10], the thermal diffusivity of water increases by about 0.3
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Fig. 8 Curves showing the result of including the change of thermal dif-
fusivity with temperature on temperature profiles calculated by Kays’
method

percent per degree Celsius near room temperature. The computer
program written to caleulate temperature profiles by Kays'
wethod was modified to account for thermally induced changes
i thermal diffusivity. The results of a set of computations,
shown in Fig. 8, indicate that the effects of thermally induced
changes in thermal diffusivity may be neglected for small tem-
perature differences. (The use of large temperature differences
is impractical in any case because the attendent viscosity changes
could invalidate assumption 6, that the velocity profile remains
constant.)

Gonclusions

Tt has been shown that it is possible to caleulate velocity pro-
files from the temperature profiles that develop in steady, fully
developed, axisymmetric laminar How. It is also possible, using
the same assumption, to caleulate the temperature profile,
given any arbitrary, nonzero axisymmetric velocity profile. The

Journal of Heat Transfer

new method has suceessfully retrieved parabolic velocity profiles
from temperature profiles ealeulated from the Graetz solution.
It has also retrieved highly distorted velocity profiles from tem-
perature profiles calculated numevically by Kays’ method. The
new method of caleulating temperature profiles has been tested
against both the Graetz solution and Kays’ numerieal method.
Acceptable agreement was obtained in each case.

A technique for using continuously varying grid sizes is in-
herent in the new numerical scheme. Tt is felt that there are
many candidate applications for this differencing scheme and
that it is a useful contribution to numerical science.

A study was made to estimate the effect of various experimen-
tal errors in temperature measurement on the caleulated velocity
profile.  From this study it was concluded first that it will be
difficult to measure velocities accurately near the center line of
the tube by this method. A second conclusion is that accurate
radial location of the temperatures is required to obtain good re-
A third conclusion is that experimental apparatus should
be designed to produce a steep temperature gradient, with the
amount of heating at the center line just great enough to measure
accurately.  This means that, in order to measure low fluid
velocities, the heater section should be as short as possible and
still be consistent with the assumption of negligible axial con-
duetion in the fluid.

It was found that assumed errors in tube-wall temperature
measurement at the entrance to the heater section changed the
calculated velocity profile approximately by a seale factor. The
form of the velocity profile was not changed significantly. It was
also found that, in water, at least, the effect of neglecting the
change in thermal diffusivity with temperature had a very small
effect on the calculated temperature profile. It appears then
that the assumption of constant thermal diffusivity is justified.

sults,
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Effect of Uniform Suction on Laminar Film
Condensation on a Porous Vertical Wall

The problem of film condensation on « porous wall has been solved by a boundary layer
treatment. A dimensionless suction velocity parameter B, which is proportional to the
uniform suction velocity v, and '/sth the power of longitudinal coordinate (x¥%), is
defined to characterize the process. The resulls are vestricted to small values of B8, as the
solutions are given by power series expansion in 3. The effects of uniform suction on
heat transfer, condensation rate, film thickness, and velocity and temperature profiles
are demonstrated through various examples. In genercl, uniform suction couses u
substantial increase of heat transfer and condensation vate, especially at low subcooling
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and at high Prandtl numbers.
cooling, Prandtl number, and suction velocity.

The problem involves three governing parameters: sih-
Comparison with the previous work of

Jain and Bankoff ts discussed.

Introduction

THE theory of gravity-induced laminar film conden-
=ation on a vertical wall has been studied for many years. The
original analysis, as given by Nusselt in 1916, consisted of simple
force and energy balances within the condensate film. The ef-
fects of inertia forces, energy convection, and interfacial shear
were neglected. The pioneer work of Nusselt has been improved
over the years by Bromley [1],! Rohsenow [2], and Chen {3],
ete. These analyses were based on the integral equations of
momentum and energy. In 1959, Sparrow and Gregg [4] re-
formulated the problem in terms of boundary layer theory. They
introduced a similarity transformation which permitted an exact
solution for the condensate, including both convection and
mertia. This approach was further improved upon by Koh,
Sparrow, and Hartnett [5], who included the interfacial shear and
solved the combined houndary layer equations for the vapor and
the condensate by a similarity transformation.

The foregoing analyses have been carried out under the condi-
tion that the vapor is condensed on a solid surface. No mass
transfer occurs at the solid-liquid interface. The case in which
the vapor condenses on a porous wall presents an interesting engi-
neering problem. By maintaining a pressure difference across
the porous plate, a portion of the condensate can be sucked out
of the system, resulting in a thinner film on the wall. Since the
heat transfer rate is governed by the film thickness, suction can
therefore increase the heat transfer rate considerably. Further,
sucking oft a portion of the condensate from the liquid film may
serve to control the film thickness and to prevent transition from

! Numbers in brackets designate References at end of paper.

Contributed by the Heat Transfer Division and presented at the
Winter Annual Meeting, Los Angeles, Calif., November 16-20,
1969, of THE AMERICAN SocieTy oF MECHANICAL ENGINEBRS.
Manuscript received by the Heat Transfer Division, May 14, 1969,
Paper No. 69-WA/HT-14.
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laminar to turbulent flow, which is desirable in many eungineering
processes. Only two analyses of condensation on porous sur-
faces have been reported. Jain and Bankofl [6] considered con-
densation at a vertical wall and Frankel and Bankoff [7] studied
condensation on horizontal tubes. The method employed by
Bankoff, et al.,, is an extension of the perturbation method de-
veloped by Chen [3] based on the integral equations. The suc-
tion velocity was combined with the subcooling term to form a
new perturbation parameter. The complete solution was ob-
tained in terms of a double perturbation expansion. Their final
vesults depend on the subcooling parameter, suction velocity,
Prandtl number, and the longitudinal coordinate.

This paper presents a different analytical method for deter-
mining the effects of suction on heat transfer and flow characteris-
tics. The condensate is treated as a boundary layer flow. The
differential boundary layer equations are solved and the final
results show that the subcooling, Prandtl number, and a dimen-
sionless suction velocity defined in this paper are the governing
parameters.

Analysis

A schematic diagram of the physical model and coordinate
system is shown in Fig. 1. A porous vertical flat plate is main-
tained at constant temperature 7',. In contact with one side of
this plate is a pure vapor at its saturation temperature 7',. The
plate temperature is lower than the saturation temperature and
therefore condensation occeurs on the wall surface. Due to the
pressure difference maintained across the wall, a portion of the
condensate is sucked out through the wall. The suction velocity
v, 1s uniform along the wall. The remaining condensate forms a
continuous laminar film flowing downstream.

The equations expressing couservation of mass, momentum,
and energy for steady laminar flow in the liquid layer on a vertical
wall are as follows {4]:

Transactions of the ASME

Downloaded 04 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



- e
] \ GRAVITY
Y FIELD
.._\Tw
PRS- !‘«,, U
— W

Fig. 1 Physical model and coordinates
Qu n av 0 (1)
o oy
ou Qu g ( - Q% )
o v o == - P oy =
or oy p P P o
oT oT o e
- v = ()
Ax Ay Ay*
The boundary conditions are:
u o=, Vo= v, 7T =1, aty =0 (4)
ou
— = (), =1, at y =6 (5)
oy

The fluid properties and the suction velocity are assumed con-
stant. The liquid-vapor interfacial shear is neglected in the
present analysis. It has been shown that the effect of inter-
facial shear is negligible for Prandtl numbers greater than unity

b= (1, = 1T, ~ Ty

It is noted that n and  are the conventional similarity variables
in laminar film condensation, €' is a dimensionless constant, and
8 is the newly defined suction velocity parameter. The parameter
B assumes negative values for suction, as v, is in the negative
direction according to Fig. 1. In terms of the new variables, the
conservation equations (1-3) are expressed as follows

off Loy o (oY 1
oyt - on? - on '
. of oY of oY o3
p— 3 [ A . S v (7
: ( o8 on* T oy afoy T 0n2> 7
o ol of o8 of o8  of
3Py — pr{ =L L 22T
o T oy P ’<06 on ~ on of On>

(8)
When 8 is zero the foregoing equations reduce to those for a solid
wall [5]. The boundary conditions are:

of of
=0, B 43 =0, f=1 atn=0
on B 8 + 3 Wty
9)
oY
S0, =0 atp =7
o wn =

where the dimensionless film thickness is denoted as 7.

Since the solution is not similar for the present ease of uniform
suction, equations (7-8) are solved by a series expansion
method. The reduced velocity and temperature variables are
expanded in series:

Sy, BY = fo(n) + Bh(n) + B0 +
0(n, B) = Ou(n) + BO(n) + 820:(n) +
Substituting the series into equations (7-8) and equating like
powers of 3, yields the ordinary differential equations governing
the funetions f,;(n) and 6.(n). The results of the first four ap-
proximations are:
Zeroth approximation:

(10)
(1)

and is significant only for liquid-metal with large film thickness fo' & Bfofe’ — 22+ 1 =0 (12)
i8]
. . . « g . . . . ! DPF po. N
A stream function which satisfies the continuity equation is 6" + 3P’ = 0 (13)
lefined as First approximation:
— Ay iap & BN . s . N ~ e 5
Y o= e (n, 3) Vit N A B = S A~ A =0 (i4)
where 01” + PI'(Q))fogi' - fu'gl + 4./'100/ - 60') = 0 (15)
oy A1 . . .
N o= ey Second approximation:
= v x'/t/¢ 5 . PV mp g o s .
B = vt OF f 8 — G+ SR = 3R+ ARRT = £ =0 (16)
N — /4p2p| '/ . . 57
¢ [y(p ’D’J) 4 ,D] 0‘:” + I)l‘(:ifof)ﬁl - 2./0/492 ‘|“ 4]‘101’ + -‘),/;'00' - 011 - _fl/ﬁl) =0
Also, a dimensionless temperature is defined (17)
Nomenclature
(= {glp — p,)/4rpl'/s, dimensionless T = temperature o (r,— mjxr, — T,), dimensionless
parameter w = longitudinal veloecity temperature
¢, = heat capacity at constant pressure v = normal velocity u = viscosity
/= dimensionless velocity variable, x = coordinate measuring  distance v = kinematic viscosity
equation (6) along wall from the leading edge p density
g = acceleration due to gravity y = coordinate measuring  distance 1 stream funection, equation (6)
o= ¢/(T, — T,), local heat transfer normal to wall
T _ . Sep e Subscripts
coeflicient « = thermal diffusivity
h,, = latent heat of condensation B8 = v,a'//or, suction velocity parame- 7 ith  approximation (+ = 0, I,
k = thermal conductivity ter 2, ...
m = condensation rate, equation (30) 0 = local film thickness s = saturation state
Nu = ha/k, local Nusselt number { = ¢, (T, — T,), subcooling parameter v = vapor
Pr = ¢ u/k, Prandtl number 7 = eyr~ '/t dimensionless variable w wall
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Third approximation:
f3' A Bffs’ = TR 4 66 A AN
+ A - THR — A7 =0
Bs"" + Pr(3foly — 3f0'0; + 4£:6:" + 300 + 6£:0," — 2f'0,
— f2'6 — 8 =0

(18)

(19)

The corresponding boundary values ave found by applying the
boundary conditions (49):

Aty =0
fo=0, fi=0 (=012 ..... )
(20)
0 = 1, g, =0 (6= 1,2, ..... )
at n = ns
S =0, 0, =0 (=0,1,2 ... ) 21)
[t now only remains to determine the film thickness 55 This

is done by requiring that energy be conserved at the interface.
Such an energy balance yields

) oT ; d 8 )
b —— 1 — h — udy — pv,
oy /s 1l g 0 pucy Py,

The first term in the foregoing equation is the heat conducted
away into the liquid, while the second term represents the energy
liberated as latent heat. Using the similarity variables and the
series solutions, equation (22) vields the following expression:

i

(22)

AT

S = LB S Bl B A Ing

by P (23)
(673 4+ BO//4 + [20.'/5 -+ B%67/6 + ... .. fug

Thus the film thickness is determined by the fluid properties
(¢, Pr, and hy,), subcooling (AT, and the suction velocity (8).
The present problem therefore involves these parameters.

For any preassigned values of Pr, §, and 7s the momentum
and energy equations (12-19) can be solved simultaneously to-
gether with their boundary conditions (20-21). The value of
the subcooling pavameter (¢, AT /h, Pr) corresponding to the pre-
seribed Pr, B, and 74 is then computed from equation (23).

Discussion of Results

Heat Transfer. Once the boundary layer equations are solved,

the heat transfer can be determined by the following equations:

Nu/ee'/t = —[0,/(0) + B60,/(0) + B20."(0) + .. ... |24
where

Nu = hx/k (25)

ho= kT /0y)yo/(T, — T,) (26)

An alternate form which was used in reference {5] provides a
more convenient representation for the Nusselt number:

[ dpk(T, — T,) }‘
N u T
glp — pxihy,

ww‘:)} (0,°(0) + B0,/(0) + B20./(0) +

(27)

It is seen that there are two parameters governing the heat
transfer: suction (8) and subcooling (c,AT /h,,Pr). Since suc-
tion reduces the film thickness it consequently results in an in-
crease of heat transfer rate, as one expects. However, subeooling
produces two opposing effects. It increases the film thickness
and, in turn, results in a decrease of heat transfer. On the other
hand, a larger thermal potential difference exists with subcooling
and thevefore yields a higher heat transfer rate. The net effect
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on heat transfer depends on the relative order of each effect and
is demonstrated in Figs. 2 to 5 for four Prandtl numbers.

The effect ou fluids with high Prandtl nwmbers is shown in
Figs. 2 and 3 for Pr = 100 -and 10, respectively. At smaller
values of (¢,AT/h; Pr), heat transfer is reduced by subcooling
and the reduction is enhanced by suction. Since the film iz thin
at low subcooling, the heat transfer is very sensitive to suction.
For a given subcooling, considerable increase of heat transler
can be achieved by suction. For example, at (¢, AT /h, Pr) =
0.01 and 8 = —0.05, the increase of heat transfer is about 183
percent for Pr = 100 and 64 percent at Pr = 10. At larger
values of (¢,AT /h,,Pr), heat transfer is increased with subceooling.
This is due to the fact that the rate of change of film thickness
(thermal resistance) becomes slower at high subcooling. See
Fig. 9, to be discussed later.) Again, in this region suction pro-
duces a considerable gain of heat transfer. The minimum point
of these Nusselt number curves represents a balance between the
opposing effects due to subcooling and suction. It is at this
minimum point that suetion has the smallest effect on heat trans-
fer.

The heat transfer results in fluids with low Prandtl numbers
are shown in Figs. 4 and 5 for Pr = 1 and 0.03, respectively.
The numerical solutions were rvestvicted to small values of
(c,AT /h,,) (i.e, thin film), because the interfacial shear loree
was neglected in the present analysis. As seen in Figs. 4 and 3,
subeooling results in a decrease of heat transfer for all cas The
rate of decrease of heat transfer is significantly higher with =uc-
tion at small values of subcooling. A further increase of =ub-
cooling reduces the sensitivity of heat transfer to both subeooling
and suction.  No minimum point on the Nusselt number curves
was obtained for Prandtl numbers less than unity.
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Fig. 5 Effect of uniform suction on heat transfer at Pr = 0.03
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Fig. 6 Representative longitudinal velocity profiles at Pr = 10, ¢, AT/h;,
= 1.8

Velocity and Temperature Profiles. "The velocity and temperature
profiles are of interest since they deseribe the detailed manner in
which the flow and heat transfer are affected by suction. In
terms of the new variables, the veloecity components ean be ex-
pressed as follows:

w/ldglp — pa/pl = fu/ + Bh' + B + ... (28)
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Fig. 8 Representative temperature profiles ot Pr = 10, ¢,AT/h;, = 1.8

f= (gfy — 3fe + Bf — 4/
+ Bt — ) + ...

Some representative profiles at Pr = 10, ¢,AT/h;, = 1.8 are
shown in Figs. 6 to 8 The distribution of the longitudinal
velocity, equation (28), is plotted in Fig. 6 for four suction
velocities.  The condensate velocity, and therefore the cou-
densate flow rate in the film, is reduced by suction. The normal
velocity distribution is more informative and is shown in Fig.
7. Contrary to the longitudinal velocity, the normal velocity ix
inereased significantly by suction. For example, at 3 = 0.3, the
normal velocity, ve'//cr, is —0.2643 at 8 = 0 (solid wall) and is
~0.4161 at 8 = —0.4306. The increase of the normal velocity
contributes considerably to the convective heat transfer across the
film, as indicated by the temperature profiles shown in Fig. 8.
At B = 0 (salid wall), the temperature profile is nearly a straight
line, implying that conduction dominates and convection plays a
small role.  With the increase of suction, the effect of convection
is felt more strongly and the departure from the straight line
profile is greater. The temperature gradient at the wall reveals
that conduction through the wall also inereases with suction as a
result of the reduction in film thickness.

Fitm Thickness and Condensation Rate.
plays an important role in heat transfer, it is interesting to ex-
amine the change of the thickness due to suction and subeooling.
tepresentative eurves ave shown in Fig. 9 for Pr = 10. For all
ases, film thickness increases with subeooling and decreases with

, — 1
(v — v,)/ cvx

(29)

Hince the film thickness

The thickness strongly depends on suction at low sub-
This

suetion.
cooling and is relatively unaffected at high subeooling.
explains the heat transfer behavior discussed previously.
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The total condensation rate is readily obtained by applying
the conservation of mass over a length x,

*5(x) x
g = j pudy — f pv e (30)
0 0

In terms of the dimensionless variables, this becomes
g = duer™[fo + Bl + B + . B/l B

The effect, of suction on the condensation rate is shown by the
following expression:

" o e e e
mw@- = [=B/4fy + L+ B/l + Balfo + ... .. Iy (32)
B=0
Squation (32) is plotted in Fig. 10 for Pr = 10. The effect of

suction on total condensation rate increases with suction and
decreases with subcooling. The increase of total condensation
rate with suction is expected, since suction provides an additional
driving force for vapor moving toward the porous wall, which is
essentially a mass sink. This effect is surprisingly large for a thin
film and decreases rapidly as the film grows thicker.

Gomparison With Previous Work

The only work on condensation along porous surface was re-
ported by Jain and Baunkofl in reference [6]. Jain and Bankoff
solved the boundary layer equation in modified integral form by
a perturbation method developed by Chen [3]. The method con-
tained a double power perturbation series in « and {, defined as
follows:

h,0M W
—_— FlsolP : (33)
glo — p KT, — T,)°
C= ol — T/, (34)

where [ is an arbitrary length and 7', the interface temperature,
which is the saturation temperature in this case. An alternate
form of equation (33) is

a = B(Pr/{)Y (35)

[t is known that the physical process of laminar film condensation
on solid surface is governed by two parameters: the Prandtl
number and the subcooling term, ¢, (T, — T',)/h;,. For a porous
surface with uniform suction, the suction veloeity is then in-
cluded as an additional parameter, so that individual effect can
be examined. However, in reference [6] the subeooling term, the
Prandtl number, and the suction velocity are all contained in a
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Fig. 10 Effect of uniform suction in total condensation rate at Pr == 10

single parameter a. It seems that the physical effect of suction
cannot be adequately indicated by this parameter a. In the
present work only the suction velocity is contained in the
parameter 8. The effect of suction can therefore be separuted
from the effects of subcooling and Prandtl number as shown in
Figs. 2 to 10.

Since both a and ¢ are used as the perturbation parameter in
reference [6}, their solutions are good only for small values of «
and {. Their computations were performed over a range 0 <
a<1and 1078 < ¢ < 1071 For the present work the subcooling
term { is not a perturbation parameter and has no vestriction on
its range. The computations were extended to { = 300, 10, and
0.6 for Pr = 100, 10, and 1 as shown in Figs. 2 to 4, respectively.
Since the suction velocity 3 is still a perturbation parameter, the

present results can be applied only to small values of 8. The
rapidity of convergence determines the upper limit of 3. The

computations covered the range 0 < 8 < 0.25 for heat transfer
and were extended to 8 < 0.5 for the representative curves of the
velocity and temperature distributions and the film thickness.
However, the applicability of 8 in this work is much broader
than that of « in reference [6], as indicated in equation (35).
Taking Pr = 1, { = 1074 and § = 0.25, it gives o = 250, Thix
is 230 times higher than the upper limit of & in reference [6].
As a final remark, it is pointed out that the final result= in
reference [6] are given in terms of four parameters: Pr, o, {, and
X, where X = z/[. In this work the dependence of the longitu-
dinal coordinate @ is implicitly contained in the suction velocity
parameter 3, equation (6). Therefore, the final results only de-

[

pend on the three basic parameters: Pr, 8, and ¢.
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Emittance of Oxide Layers on a
Metal Substrate

The variation of total normal emittance as a function of oxide thickness on a melal sih
strate is tnvestigated experimentally for Al-A1,04 and Cu-CuO systems.
ments are made using a comparative black-body technique.

The measure-
Over the range of aluminiom-

oxide thicknesses investigated (1.2u-86.4u) the total normal emittance varies from 0.15-

0.92 for a sumple temperature of 96 deg C.
1.2u-5.6u, the total normal emitlance varies from 0.09-0.81 at 96 deg C.

With a copper-oxide thickness range from
An analytical

solution to the foregoing problem is formulated and the lotal normal emitiance of lhe

anodized alwminum samples is computed.

Although the theoretical values are lower

than the measured values, the effect of increasing oxide thickness on emittance 1s similar.

Introduction

TH £ VARIATION of emittance and solar absorptance of
surface coatings has received considerable attention. Interest
has been stimulated by applications to solar energy collectors
and space vehicles. Research is being condueted to find a surface
giving a high solar absorptance and low infrared emittance for
solar heaters and the opposite—low solar absorptance and high
infrared emittance for space radiators. There are of course
many systems in which radiation heat transfer can play a key
role.  In some of these the surface is contaminated by an oxide
laver whose thickness increases with time.

One of the earliest investigations of the variation of total nor-
mal emittance of a surface covered by oxide layers of different
thicknesses was by Edwards and Taylor [1].2  They investigated
aliiminum-aluminum oxide samples at 37.8 deg C with oxide
thicknesses up to 10.9u. They found that the emittance in-
creased linearly with thickness of the oxide to about 2.03u.
Weaver [2], searching for a good space radiator, measured the
total hemispherical emittance of aluminum oxide ranging to 25u
in thickness at a number of temperatures. Weaver found the
cmittance, in general, to increase with oxide thickness and to de-
vrease with increasing temperatures. Hass, Ramsey, Triolo,
and Albright [3] measured total normal emittance and total
hemispherical emittance of aluminum-aluminum oxide systems

" Presently, Engineering Research Division, E. 1. Dupont de Ne-
ninurs & Co., Wilmington, Del,

* Numbers in brackets designate References at end of paper.
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teeeived by the Heat Transfer Division, January 2, 1969, revised
manuscript received, June 12, 1969. Paper No. 60-WA/HT-4,
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at 20 deg C with oxide thicknesses to 2.5u.  They found the
emiittance to increase essentially linearly over this thickness range.

Hottel and Unger [4] determined the total emittance of various
thicknesses of cupric oxide on shiny aluminum surfaces and
Kokoropoulos, Salam, and Daniels [5] determined the total
normal emittance of cupric oxide and cobalt oxide on shiny
silver, nickel, and platinum substrates. Both studies found the
total emittance to increase with increasing oxide thickness.

The present study includes the measurement of the dependence
of total normal emittance on the thickness of oxide layers on a
metal substrate for aluminum-aluminum oxide (Al-ALOs) systems
and copper-copper oxide (Cu-CuQ) systems. The thickness of
the AlLOs layers range from 1.2-86.4u while the thickness of the
CuO layers range from 1.2-5.6.

Measurements are also reported for the dependence of total
directional emittance on the thickness of oxide layers on a metal
substrate for the Al-ALO; systems. In addition, theoretical
caleulations of total normal emittance of Al-ALO, systems are
performed and compared to the experimental results.

Test Apparatus. The test apparatus, Fig. 1, is essentially the one
described in detail in [6].  An abbreviated description is included
herein to indicate possible sources of errors and to aid in the
understanding of the present tests. The key element is the
radiometer, in which radiant energy entering the aperture (a) is
collected by a 12.70 em dia gold surface mirror (h) and directed
to a thermopile (e¢), which, in turn, is connected to a galvanometer
(d). The test sample is held tightly against an electrically heated
copper plate which is rigidly mounted in the back of the guard
with a fixed sample holder (e) for total normal emiftance mea-
surements. For total directional emittance measurements, the
sample is attached to a copper heater plate which is free to rotate
about an axis as shown in (), A radiation reference is provided
by the black body (g). The black body and the test sample tem-
peratures are controlled by varying the electrical power input to
individual heaters. A double walled container, (e) or (f) has
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inner and outer walls coated with a black paint of high absorp-
tivity. Cooled water Hows through the double-wall creating a
surrounding with well-defined temperature and radiation charac-
teristics. A eylindrieal opening in the guard permits the radi-
ometer to view the test sample.  In addition, an opening in a
eylinder (3.18 e in dia and 11.43 em long) in the guard (h)
acts as a black body at the strrounding guard temperature.
After steady-state conditions have been reached, the radiometer
is sighted through the aperture (i) on the test surface and the two
black bodies (g) and (h).  The resulting galvanometer deflections
are recorded.  These readings in conjunction with the corre-
sponding temperature measnrements allow the caleulation of the
total directional emittance of the sample from the velation,
TE=T4 A~ A

Y L
R TR vy v
~ W b o

A brief derivation (from [6]) of this equation seems appropriate
here.  The radiative energy flux leaving the black body at tem-
perature T, and arriving on a unit area of the thermopile is deter-
mined by the solid angle intercepted by the two diaphragms
ahead of the thermopile and is designated as ¢/,

With the assumption,
e = | o
(61

- p.

G,= Fole (TS - T, + T

Substracting equation (4) from equations (2 and (8) and com-
bining the two resulting expressions,
— (;9)
- (i,

(=T
€ = Ti_pa
¥ - "

The radiation fluxes ¢ ean be related to the temperature of the
thermopile when viewing the

,
v (7
G

various surfaces.  Assuming the
racdiation loss factor (from absorption in the air and at the gold
mirror) and the extraneous heat losses and gaing of the thermopile
are the same during each reading,

o o
[fs ::”1 o)

W Tf g )

The thermopile galvanometer reading 4; is proportional to the
difference hetween the thermopile exposed swrface temperature
(T,) and its vear surface temperature (1'%).

(,",’ = ]«‘0-7'}‘4

(2) .
I'(,‘Il(hllgS are

Similar expressions may be written for the test sample at tem-

When the radiometer is sighted on the various surfaces, the

. Ay = K(T, — T (4
perature 7' and small black body in the guard surface at :
temperature 7, and are designated as ¢, and 7, respectively. A= KTy, — T%) (10
G, = PoleT + pT, 3) A, = K(T,, — T% (£
G, = FaT (4)  where K is a constant.
Nomenclature
A = defined in expression following £ = net monochromatic reflectance of the filoy, 2mnidi /N Tor normal in-
equation (20) multilayer system cidence
B = defined in expression following r, = Fresnel reflection coefficient polar- e = €0, ¢) = total directional emit-
equation {290) ization parallel to plane of inci- tance
D = defined in expression following dence at interface of media 0 — 1 €, = total normal emittance
equation (20) e = Fresnel reflection coefficient polar-  ¢,, = monochromatic normal emittance
o oxide film thickness ization normal to plane of inci- e. = total directional emittance of test
E defined in  expression following dence at interface of media ) — 1 sample
equation (20) r; = reflectance at interface of medium €, = total hemispherical emittance of
¢ = emissive power J— ltoy thermopile
e = monochromatie emissive power of T, = absolute temperature of reference ex — monochromatic emittance i a
black body black body . given direction
F = shape factor determined by dia- T, = ubs()h}t@ tgmpcm(m"e of 0,\'1)(.)5911 0 — azimuthal angle
phragms ahead of thermopile f":ff“"fff’1)911}9""1“1)119 when view- A = wavelength in microns
“ = ':1({;zu?ve Lilllfﬂ.gyAﬁll‘\-y dmvmg, “ T, = uh::l;’:‘:: dt(ele‘:pemtm*e of water- p = defined .i“ expression following
1‘101 m().p] e when \.rxemlk.f.’,‘ ' ¢ cooled guard equation (20)
¢ = defined L expression following 1. = absolute temperature of test sam- p, = total reflectance of test sample for
equation (20) ' ple diffuse incidence and reflec-
g: = defined . in O‘\ipw“i““ following e back (unexposed) side tempera- tion in a given direction
equation (20) ture of thermopile py = monochromatic reflectance for in-
hy = defined iIn expression following l, = Fresnel transmission coefficient cidence from a given direction
equation (20) polarization parallel to plane of ¢ = Stefan-Boltzmann constant
hy = defined in expression following incidence at interface of media ¢ = cone angle (to surface normal)
equation (20) 0—1 ¢ = angle of incidence
i = radiation intensity emitted in o be = Fresnel transmission coefficient po- ¢ = angle of refraction
given direction larization normal to plane of in-
7, = radiation intensity of a black body cidence at interface of media  Subscripts
1y = spectral radiation intensity of a 0—1 b = black body in general or ref-
black body an = monochromatic absorptance for erence black body in par-
i = spectral radiation intensity in nor- ineidence from a given direction ticular
mal direction v = defined in expression following g guard or guard black body
K = proportionality constant equation (20) n = direction normal to surface
k= absorption coefficient A; = deflection of galvanometer pro- s = test surface
n = index of refraction duced by thermopile when view- 0, 1, 2 = medium 0, 1, or 2, respectively
A = complex index of refraction ing j A = wavelength or spectral quan-
(n — k) 6, = phase change in beam traversing Lty
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Substituting equations (9), (10), and (11) into equation (8) and
combining with equation (7),
Ty — T, Ay — A,

es:r Efal :
To—Tp A, — A,

(12)

The assumption ¢, = 1 — p, requires that the sample does not
have a net transmittance and strictly that the emittance does
not depend on wavelength. Equation (6) is usually a good ap-
proximation even when the last condition is not fulfilled provided
7', is considerably smaller than 7', A knowledge of the spectral
variation of absorptance is required [7] to ealculate the error when
using equation (12) directly. The results of such a calculation
are described later.

Theoretical Analysis. 'The theoretical analysis to determine the
radiation properties of the oxide layer on a metal substrate is
based on the Fresnel relations as presented by Heavens [8].
These relations give the reflection from and transmission through
absorbing nonscattering (homogeneous) films with optically
smooth surfaces in terms of the complex Fresnel coeflicients.
Heavens also presents an all-real-number expression for the re-
flection of an absorbing film on an absorbing substrate and it is
this expression that is used in this study.

Fresnel derived expressions for the reflection and transmission
of energy at a boundary separating two media (indicated by sub-

SR
A WATER
3+ COOLED

A
COOLING
WATER IN

REF. BLACK
BODY (h)

X~-~CALIBRATED THERMOCOUPLE

GOLD MIRROR (b)

COOLING
« WATER OUT

Test apparatus~overall view

where ry,, 1, are the Fresnel reflection coefficients and ¢, 6, ave
the Fresnel transmission coeflicients.  The components of polar-
ization are represented by p for the vector parallel to the plane of
incidence and s for the vector normal to the plane of incidence.

Although the prime interest of the present study is the reflec-
tance of a single absorbing layer on an absorbing substrate
further insight to the physical process can be gained by next ex-
amining the terms in the expression for the reflectance of a non-
absorbing film bounded on both sides by nonabsorbing media.
A beam incident on the film is divided into reflected and trans-
mitted parts. Such division occurs each time the beam strikes
an interface so that the transmitted and reflected beams are ob-
tained by summing the multiply reflected and multiply trans-
mitted elements. For the case of the single layer, the summation
is easily effected and the net reflectance R of the system can he
shown to be

72 4 2rry cos 20 -+

L 4 2y eos 28, 4+ 122

an

where equations similar to (13) or (15) could be used for r, and ry.
Expressing R in terms of the refractive indexes, where the
Fresnel coefficients reduce for normal ineidence to

ng — ny n — My
seripts 0 and 1).  These expressions for the amplitudes of the = T+ re = " T n (18)
. . 0 ‘1 ‘1 2
transmitted and reflected vectors for a nonabsorbing (transparent)
isotropic medium ave [8] gives
y (ne? + m2) (i + me?) — 4dngnine? + (ng? — m?)(ny? — ng?) cos 26, (19)
i, =7 .
" (ne? 4+ m2) (2 + ne?) + dngna®ng 4+ (ng? — ) (ng? — ne?) cos 26,
""""" For nonabsorbing media this expression is readily evaluated. If

7y COS 1 — Ny CoS Py

Tip = 13
b ng €os ¢1 + ny €os ¢y (13)
24 cos
by = —— €05 (14)
Ny €os ¢y + Ny cos ¢o
Ny €os Po — Ny COS Py ~
T = (15)
Ny cos g -+ Ny o8 ¢y
2ng cos
be = ¢ 205 o (16)

Ny CO8 Py + Ny cos P,

Journal of Heat Transfer

Downloaded 04 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

the film or substrate or both are absorbing, the values of n; and n;,
need to be replaced by the complex index of refraction n = n — ik.

The system considered in this paper involves an absorbing
oxide film on an absorbing substrate bounded by air as shown in
Fig. 2. For this system, the net reflectance (¢f, Heavens [8]) is

(g + h®e® 4+ (g + hate ™ + A cos 2y, + B sin 27,
e+ (g2 + hi2)gy? + ha)e ™ ++ E cos 2v: + D sin 27,
(20)

1>
i

”

where
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Fig. 2 Absorbing film on an absorbing substrate

2"\)]{1
o = e _
1A (ng + ny)t 4 k2
2k — naky)
(fy == e e = —— — I
B )+ (B A+ ks (ne + m)? + (ke + k)
_omhd 2w
My = \ Yi = \

A o= 2ggs + hiha) B = 2(ghs — ghy)

E = 2(gg: = hihz) D = 2(gih: + g1}
From conservation of energy, if there is no net transmission,
ot oay =1 (24}

The monochromatic absorptance (an) and emitiance (ey) are re-
Iated by Kirchhoft’s law

an = & (22)
By combining equations (21) and (22),
en=1-pmp (23)
Taking the monochromatic reflectance px = R one finds
e =1—R (24)

The monochromatic reflectance R, can be caleulated by substi-
tuting the monochromatic values of the optical constants n and k
for each of the three media in equation (20). This equation was
programmed and the values of R, computed on a Control Data
6600 computer located at the University of Minnesota Computer
Center. In the same program, the monochromatic emittance
was computed from equation (24) and summed over the wave-
length range 2u-42u to obtain total normal emittance for each
oxide thickness.

The optical properties of aluminum oxide used in computing
the monochromatic reflectance are given by Harris [9] and Harris
and Piper [10].  The optical constants for aluminum were taken
from Lenham and Treherne [11], who present values of n and k&
for a wavelength range of 2-22u.  The values of the optical con-
stants for wavelength from 23-42u were obtained by plotting the
values of n and k from [11] versus wavelength and extrapolating
the curves to 42u.® The optical properties for both aluminum
and aluminum oxide are shown in Table 1.

The directional emittance is defined as the ratio of the emitted
intensity in a particular direction to the intensity from a black
body at the same temperature. In general, for arbitrary suiface
conditions, the distribution of the emitted intensity 7 depends on

3 The extrapolation does not appear to critically affect the results.
Caleulations assuming # and & constant at wavelengths greater than
22u (with the values they have at 224) do not yield significantly dif-
ferent reflections from those found using the extrapolated values.
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the two angles 8 and ¢.  The black-body intensity 7, is uniform,

Then
0, ¢)

(23

5(67 ¢) = (‘—)3)

For isotropy, which is assumed for the surfaces studied in this
paper, there is no dependence on the angle § and, correspondingly,
e = e(¢p). TFor the ease of normal emittance, ¢ = 0 deg and
€= g,

(0 deg) _ i,

€, = . 26
4y %
The total normal emittance was computed from
. ® ®
f TndA f €indA f emenndA
0 0 0 .
D = el mm 27)

1 e h oT ¢
- f epndA :
TJo

At each wavelength A, the product of e, and the black-hody
spectral energy density ey corresponding to the swrface tempera-
ture 7', is formed. Planck’s law is used to compute epn and €
has been determined from equation (24). The total normal
emittance €, is then found by numerically integrating the ferm

Table 1 Optical properties of aluminum and aluminum oxide
Wave-
length  Aluminum Oxide {9, 10] Aluminum {11}~
() n k n I
2 1.57 0.00 2.30 16.5
3 1.52 0.00 4.41 242
4 1.50 0.00 5.78 25.95
5! 1.49 0.00 7.10 33.02
[§ 1.43 0.00 8.83 38,406
7 1.37 0.003 11.04 44 .24
8 1.29 0.009 13.92 48.53
9 1.26 0.027 15.71 H53.73
10 1.31 0.088 20.18 57.33
11 1.48 0.33 21.89 58.65
12 1.65 0.66 22.35 6212
13 1.70 1.03 23.51 66.25
14 1.70 1.19 24.79 73.58
15 1.75 1.50 24 .27 81.17
16 1.88 1.45 25.24 85.53
17 1.95 1.35 28.69 0264
18 2.05 1.30 20.08 96. 15
19 2. 1.25 08.31
20 2. 1.20 100,15
21 2. 1.15 103,80
22 2. 1.10 110.55
23 2. 1.05 114.30
24 2.3 1.03 118.30
25 2.3 1.00 123,50
26 2. 0.97 128,00
27 2. 0.95 32.70
28 2, 0.93 137.40
20 2. 0.91 141.80
30 2.7 0.90 146,30
3 2. 0.87 150.80
32 2.: 0.83 155.50
33 2. 0.80 160,00
34 2.6 0.77 164.50
35 2.5 0.75 169,20
36 2.i 0.73 173.60
37 2. (.72 178.00
38 2.5 0.70 182.80
39 2.5 0.67 187.00
40 2.1 0.65 191.50
41 2.45 0.63 37. 196,20
42 2.4 0.63 37.20 201.00

@ Values of n and k for wavelengths from 2,22y were obtained from
[11]. The values of # and % for 23p—42u were obtained by plotting
the values of # and k from [11] versus wavelength and extrapolating
the curves to 42u.
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~— over the wavelength range from 2u-42u.

ol }
Description and Preparation of Test Samples.  The test samples
used in this study were made from 99.9 percent pure copper
(CDS No. 110; copper 99.9 percent min, oxygen about 0.04 per-
cent) disks 0.95 em thick and 5.08 em in dia, and type 1100 alloy
aluminum disks (99 percent -+ pure aluminum) 0.95 em thick
and 508 cm in dia. A 0.160-cm-dia thermocouple hole was
drilled at midthickness through each sample to a depth of 2.54
am after the samples were oxidized. Chromel-alumel thermo-
couple wires were installed using copper-oxide cement to hold
them in place.

To minimize the effect of bare metal surface roughness and
conditions on the emittance values of the oxidized samples, the
surfaces of all samples were polished to a mirror-surface finish
Bvery effort was made to assure uniformity

prior to oxidizing.
of surfaces.

The aluminum and copper disks were prepared in essentially
the same way using the following procedure.

1 Disks were cut from round stock on a lathe and machined
as smoothly as possible.

2 The tool marks were removed by polishing the surface with
No. 600 wet or dvy emery paper.

3 The copper surfaces were then polished to a mirror finish on
a Buehler Polishing Assembly using water soluble red rouge.

4 The aluminum samples were polished to a mirror finish by
hand rubbing them with buffing cloth and water soluble red
rouge.  The Buehler Polishing Assembly was not used as it tended
to leave too many seratch marks on the soft aluminum.

5  The aluminum surface was finally polished with a commer-
cial metal polish and buffed with a soft cloth.

6 The swfaces of the copper samples were oxidized (black
cupric oxide, CuQ) with the Ebonol “C” process. The time the
samples remained in the bath ranged from 1!/, to 30 min and the
oxide thickness varied from 1.2 X 10~% ¢m to 5.6 X 107 cm
(1.2-5.6u).

7 The surfaces of the aluminum samples were anodized by a
process referred to as hardeoating. The electrolyte solution is
composed of 15 percent sulfurie acid by volume and is maintained
at 0 deg C. Current density is approximately 0.031 amp per
cm®. The samples remained in the solution from 11/, min to 1
hr and the oxide thickness varied from 1.2u-86.4u. The term
hardeoat is used because the low-solution temperature and high-
current density produces an oxide having greater dielectric
strength and a denser structure than anodic coatings produced at
higher temperatures and lower-current densities [12].

The sample properties arvising from the anodizing process are
associated intimately with the rate of growth of the coating and
the solvent action of the electrolyte. These not only determine
the thickness of the coating but also its porosity, mechanical
properties, and chemical composition. Aecid concentration, tem-
perature, current density, voltage, and type of current influence
these properties. However, the coating thickness, porosity or
density, and transparency are the most critical parameters when
anodized coatings arve used for temperature control [2]. The
amount of impurities and water vapor contained in the oxide will
also have an effect on the emittance.

After the total emittance measurements were taken the thick-
ness of each oxide layer was measured by sectioning the sample
and examining the cross section with a microscope containing
two parallel lines, the distance between which could be varied
by a calibrated dial.

The CuO swrfaces produced on those samples left in the hath
less than 5 min were not uniform in appearance. Some areas of
the surface appeared darker than others and there was something
of a rainbow effect on those surfaces exposed 11/, to 3 min. On
the surfaces exposed 7 min or more the surface appeared uniform
and was much blacker than the thinner surfaces. In conirast
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to the nonuniform appearance of the thinner copper-oxide coat-
ings, all of the anodized aluminum surfaces exhibited a very uni-
form appearance. All of the coatings tested appeared diffuse to
the eye and the oxide coatings were uniform and without pits.

Discussion of Results. The measured total normal emittance as
a function of oxide thickness is shown in Fig. 3 for the Al-ALO;
systems and Fig. 4 for the Cu-CuO systems. The results are
tabulated in Tables 2 and 3 for the AI-ALO; systems and the
Cu-CuO systems, respectively. In Fig. 5 the measured values
of total normal emittance obtained in this study for the Al-ALO;
system at 96 deg C are compared to earlier results obtained [1-3].
The differences observed in Fig. 5 between the results of the
present study and those obtained by previous investigators can
be at least partially atiributed to the difference in temperatures
at which various investigations were made and also due to the dif-
ferent anodizing processes used.

Table 2
Aluminum  Oxide thickness Total normal emittance
sample (u) 96 deg C 190 deg C
Polished 0 0.06
1 1.24 0.15
2 1.47 0.3 0.27
3 2.44 0.51
4 3.56 0.63
i 7.11 0.76 0.67
6 9.14 0.78
7 18.80 0.82 0.75
8 25.40 0.84 0.80
9 40.64 0.87
10 55.88 0.91 0.87
11 86.36 0.92
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Table 3

Total normal

Copper sample  Oxide thickness (¢)  emittance 96 deg

Polished 0 0.04
1 1.19 0.09
2 2.79 0.33
3 3.18 0.42
4 3.81 0.49
5 4.83 0.75
6 5.59 0.81

The total normal emittance tends to decrease with increasing
sample temperature. This is shown in Fig. 3 and also in Fig. 5.
The decrease in total emittance as a function of increasing tem-
perature is at least partially due to a shift of the black-body
energy distribution eurve to shorter wavelengths. The absorp-~
tion coefficient of AlQO; tends to decrease with decreasing wave-
length, thereby making the oxide more transparent to radiation.
Another factor might be the difference in the correction of the
measurements required for the nongray surface at the two dif-
ferent temperatures. As mentioned in the description of the test
apparatus the measurement error involved in assuming the sur-
face is gray was calculated. Using the analysis of Edwards and
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Nelson [7] and the monochromatic absorptance data of Weaver
[2], a maximum error of 6.8 percent (at about 8y thickness—the
smallest for which results are available) is found for the aluminum-
oxide coated surface at 96 deg C. This would be smaller at higher
temperature and at larger coating thickness. The correction is
generally negative; that is, the measured values indicate a higher
emittance than the true value. Because of the uncertainty of the
spectral data no correction was made and the data were used
directly.

Tt is noted from the results for the present investigation, Fig. 3,
that the total normal emittance increases almost linearly as a func-
tion of oxide thickness up to about 3.6p. Above this, the emit-
tance shows only a gradual change with thickness. The last re-
ported emittance value is only 0.77 percent higher than the pre-
vious value while the oxide thickness has inereased by 35 percent.

The measurements of the total directional emittance for dif-
ferent oxide thicknesses on the aluminum indicate, Fig. 6, 2
variation similar to that reported by Schmidt and Eckert {13].
This result is also in qualitative agreement with the caleulation of
Francis and Love [14] who applied Fresnel’s relations to the
monochromatic reflectance of an absorbing layer on aluminuni.

Little information was found concerning the variation of radia-
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ticn properties of a copper-oxide on copper-subsirate combination
as @ function of oxide thickness. The one measurement found
wus by Ramsey [15] who reported the total hemispherical emit-
tance of a 2.54u coating of CuO on a copper substrate to be 0.350
at 96 deg C, in good agreement with the present study. The re-
sults from reference [5] are shown in Fig. 4.  Because of the dif-
ferent substrates used and their extremely thin CuO coatings, it
is difficult to make a comparison with the present study. The
present results, Fig. 4, for the Cu-CuO system indicate that the
toral emittance becomes almost linearly dependent on oxide
thickness from 1-5 and !/, microns. Since the oxide thickness of
5.64 was the maximum that could be obtained using the Ebonol
“CY proeess, it could not be determined at what thickness the
emittance deviates from its linear dependence on thickness. An
analytical treatment of the copper-copper oxide samples was not
performed as insufficient data on the optical properties of CuO
were found in the literature.

The analytical solution was performed to see how well the
experimental results could be matcehed by a theoretical approach.
It can be observed from Fig. 3 that the theoretical total normal
emittance as a function of aluminum-oxide thickness follows the
same general shape as the experimentally determined values.
However, the theoretical results are approximately 30 percent
lower than the experimental values for oxide thicknesses between
3.6u4-86.4u. At the smaller thickness used the difference be-
tween the two values is less.  The difference between the experi-
mental and the analytical results is probably due to impurities in
the aluminum-oxide layers which would cause increased scattering
and absorption. The theoretical equations were derived assur-
ing optically smooth surfaces and a homogeneous (no impurities
which could cause scattering or increased absorption of radiant
energy) oxide film. In this regard the use of sputtering and
vacuum deposition are being examined as alternatives to produce
uniform homogeneous coatings. The impurity content of the
actial oxide would increase both the scattering and the absorption
of radiant energy, thereby increasing the total emittance. Kven
50, the similarity in trend is an encouraging indication that, given
a complete deseription of the surface layer, the radiation proper-
ties can be calculated.

Iu Fig. 7, the computed monochromatic values are compared
with experimentally determined monochromatic reflectances ob-
tained by Weaver [2]. The theoretical values show essentially
the same trend as the experimental values through a wavelength
of 15u which is the longest wavelength reported by Weaver., The
brimary difference in the figure occurs at about 3u. Here, the
mensured values show a sharp decrease in reflectance due to a
strang absorption band.  The analytical values do not show this
dip since the data used for the optical properties (index of refrac-
tiog, absorption coefficient) of aluminum oxide were obtained

Jousnal of Heat Transfer

from measurements on thin aluminum-oxide films and indicated
a value of zero for the absorption coefficient from 2u-6u wave-
length. It should be noted that the correction for the nongray
nature of the surface would be increased, at the condition studied,
if this depression of the absorptance were not present at 3 microus.
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Asymptotic and Numerical Solutions for
Nonlinear Conduction in Radiating Heat Shields

A two-point boundary valie problem associuted with nonlinear one-dimensional con-
duction in radicting heat shields and other applications is solved by perturbation and
numerical methods.  An exact numerical solution is compared with asymptotic resulis
consisting of a previously developed weak conduction solution und its strong conduction
counterpart, which is obtained in the present analysis. It is found that the strong con-
duction asymplotic applies over ¢ much wider range of the radiation conduction param-
eler than the weak one. Typical calculations show that the maximum temperature of
the heat shield is reduced by oily nine percent, with « disproportionate increase tn cnd
temperatire of 32 percent in increasing the radiation conduction parameter from zero
lo infinity.  However, an important structural benefit is obtuined by significant reduction
in the temperature differences along the shield, with moderale increases in the radivlion
conduction parwmeter,

N. MALMUTH
M. KASCIC
H. F. MUELLER

North American Rockwell Corporation,
Los Angeles Division,

International Airport,

Los Angeles, Calif.

From an elementary heat balance applied to an element of the
shield and the insulated end conditions, the following two-point
boundary value problem is obtained for the normalized tem-
perature 7' in terms of the aerodynamic heat flux, q(x):

Intreduction

l\ A prEVIOUS paper [1],! the steady-state tem-
perature distribution in a thin heat shield (AODCPE in Fig. 1) is
analyzed. The faces AB, BPC, and C'D are cousidered insulated,

T 4 g = a
and the thickness, §, is assumed small enough compared to the el T4 qle) =0 (la)
total length, L, to validate the assumption of negligible trans- T0) = T7(1) = 0 (1)

verse gradients. Furthermore, in the resulting one-dimensional
problem, each surface element of AOD is assumed to be radiating
to the surroundings whose temperature is assumed negligible

where, with the thermal conductivity k, Stefan’s constant o, 7' =
maximum conductionless temperature, and the emissivity € the

compared to the shield’s.  Without significant loss of generality, parameter € = _éfg_ represents a measure of conductive rela-
. . . . 21 2T
constant material properties are stipulated along the shield, oel*T?

which is subject to a normalized arbitrary aerodynamic heat tive to radiant flux. Other physical situations arising in astro-

flux, ¢(x), where x is the running arc length measured from the
end, A8 (see Fig. 1), and normalized with respect to L.

! Numbers in brackets designate References at end of paper.

Contributed by the Heat Transfer Division {for publication (with-
out presentation) in the Journar or Hear Transrer.  Manuscript
received at ASME headquarters, January 12, 1970, Paper No. 70-
nT-E. :

physics and illunination theory describable by a one-dimensional
model similar to equations (1) are discussed in reference 1.

The approximation of small € leads to a singular perturbation
problem involving “boundary layers” in the vicinity of the ends
x = 0 and 1. This problem was solved in [1]. However, for
a typical ¢ distribution, the fact that these layers were O{+/€) in
length and their mutual interaction involved a discrepancy in
(1Yot O(e)™ Y Végave e = 0.01 as an approximate computational

Nomenciature

k = thermal conductivity [keal/mh (deg)]

q = aerodynamic heat transfer distribution funetion normalized
with respect to o€l = § '

7 = maximum value of aerodynamic heat flux along shield
[keal/m2h]

@ = coordinate along shield normalized with respect to L

[ = length of shield [m]

7" = temperature normalized with respect to T

264 7 may 1970
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T = maximum value of conductionless temperature along shield

(grade)
ok . . .
€ = — conduetion radiation ratio
gel 2T
g = surface emissivity

= Stefan-Boltzmann constant [keal/ m2h(deg)*]

o
6 = thickness of shield [m] (see Fig. 1)

Transactions of the ASME

Downloaded 04 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



heat shield wing cross section

hypersonic

flow o

Fig. 1

Heat shield geometry

upper bound for the validity of the three-term expansion.

From a practical viewpoint, treatment of the complete € range
is of interest in many technical applications.  Accordingly, an
asymptotic expansion for the large conduction case, i.e., € — o,
will be given in this paper. It will be evident in what follows
that three terms of the latter will provide good coverage down
1o values of € near 0.1.

Further, a numerical solution valid nominally for 1072 < ¢ <
o and capable of straightforward extension to smaller e will also
be discussed. Results from the latter will be compared with
those obtained from the perturbation solutions of reference 1 and
the present paper.

Analysis

By contrast to weak conduetion, it can be shown that the
asymptotic expansion for 7' about € = « is regular, since it
automatically satisfies the boundary conditions (1b) and is an
infinitely differentiable function of e [2]. Accordingly, the
uniformly valid representation for 7', on [0, 1}, is asserted to be:

T(xe) = Z e (x)as e > = (2)
i=0

Substitution of (2) into (1) gives:

Te" =0 (3a)
TV — ¢y g =0 (3b)
T = ¢, i>1 (8e)
with
T/0) = T/(1) = 0 (4)
where
Cg = Ty
o

= - (5k — me, T,
BRIV i Agl e

(‘H

To completely determine the solution, an additional condition
is necessary.  This is obtained from integration of (1a) over the
interval, and corresponds to global energy conservation. For
the linear problems involving the approximate quantities, this

implies:
1 .
Tot = f gdx (Ba)
0
1
f cder = 0,1>1 (5h)
0

Equations (5) correspond to the ovthogonality relation re-
iuired for unique determination of the eigensolution corre-
sponding to vanishing eigenvalue and conjunct oceurring in

23

similar - Sturm-Liouville problems  discussed in reference 3.

Journal of Heat Transfer

There, the orthogonality constraint restricted the choice of ex-
citation force, producing stable motions of a system in a resonant
state.

By virtue of (5), the solution of (3) and (4) for an arbitrary

qla)is:
151 s
Ty = [j q(:t}tl.z::(
0

s
T = f (x — Oleg — qO)]dt — 1/2
0

(6Ba)

1
X f (1 — 2o — q(O)]dt  (6b)
0

K 1
T, =P +f (x = D (Dl — 1/2 (1 — )2 (L)dt (Ge)
0 ¢}
where
1 1—1 1
-, = (B — 1 ¢ 1dx
i AT Agl L ) o ik L gL

For the particular ¢ function used iun reference [1]2 the values
for the fivst three 7'/s ave:

Ty = 0.90660600

Ty = —0.005496692 — 0, 152788962 4+ 0.152788762?
-+ 0.048634183 sin 7wz — 0.003799546 cos 27
T = 0,04614323x — 0,0081919618x% — 0.07590252223

-+ 0.0379512762* — 0.014687851 sin wx
+ 0.00028687203 cos 2wx -+ 0.00049707397

Higher order coeflicients could be generated from the re-
cursive relations (6). The work is straightforward but tedious.
However, as will be shown, if 0.1 < ¢ < «, only the indicated
number of terms need be retained for satisfactory approximation
of the numerical solution for the ¢ function treated here.

The numerical solution was obtained by using Newton's
method to find a zero of 77(1) as a function of 7(0). These
values were derived from successive solutions of the initial value
problem for 7" based on a first guess for 7(0). The success of
this scheme is implied by an existence and uniqueness proof that
an be obtained with minor modifications of that given in [4]
for a generalization of (1). For further generalizations, see [5].

Analytic continuation [6] was used to generate the numerical
solutions.  In this connection the required derivatives in the
Taylor formula for 7' were easily found to an arbitrary order
from differentiation of (la). For the computations discussed
subsequently, seven terms in the formula were used. Because
(la) is of second order, the error introduced by truncation is
bounded by the first neglected term of the first derivative of the
hi
7!

Taylor series, i.e., 7 T®(n)|, where h is the step size and 0

< < 1. Thus, for b ~ 0.01, the error is < |T®(y)] X .10-7,
It is obvious from the preceding analyses that the first factor
becomes large near @ = 0 anud 1 as e — 0. For a fixed I, a
computational lower bound for e is thereby established.

For small ¢, instabilities associated with the initial value formu-
lation of singular pertwrbation problems such as (1) are well
known [7], [8]. This difficulty was overcome in the present
ase by making h/+/e < 1 and stepping from z = 1/2to z = 1,
using the condition 77(1/2) = 0, which is appropriate for ¢
functions symmetrical about @ = 1/2, such as the one considered
in this analysis.  Presumably, unsymmetrical ¢ funetions could

g = 0.37 4+ 0.48 sin 7w — 0.15 cos 272 on [0, 1].
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also be handled by using an appropriate guess for 77(1/2).
In the indicated nominal ranges, the following first guesses
based on the asymptotic solutions were used:

T(1/2) = 1 — 0.6662 + ..., 0.0l <e <02 (Ta)

T(0) = 0.906606 + ..., e > 0.2 (7b)

The iterative process was terminated when 77(1) < 1077,
To maintain this tolerance, double precision in the machine
caleulations was required.

Discussion

The results of the numerical solution calculated with the
IBM 360-50 computer for the previously indicated ¢ function
are shown in Fig. 2. From subsequent considerations relating
to the convergence of the procedure, as well as the truncation
ervor estimate given previously, it is obvious that this method
gives what may be termed, for all intents and purposes, the
exnet numerical solution of the problem. For these calculations,
n, the number of uniformly spaced meshes was set equal to 100,
Thix gave extremely accurate resalts in the range: 0.01 < e <
=, Fore < 0.01, the large derivatives in the vicinity of z = 0
require a finer and perhaps nonuniform mesh spacing to keep
the error term in (7) to within an acceptable tolerance.

From a practical standpoint, Fig. 2 shows that the maximum
temperature of the heat shield is reduced by only 9 percent in
increasing € from 0 to «, with the disproportionate increase in
the end temperature, 7'(0), of 32 percent. However, an im-

¥
096 ¢
0925~ ¢ = oo——\
€ =)
Q.88 g—
0B4R. € =01
< = 0.01
0.80 g—
0.76
072}
€ = 0
0.68 | | ] ] J x
[+ 0.10 0.20 0.30 0.40 l 0.50

Fig. 2 Numerical selution for various ¢ values
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portant structural beuefit is obtained from the large reduction in
the temperature differences along the shield with moderate in-
creases in €. Another interesting result is the proximity of the
curves for € = 1 and € = «. This fact is probably responsible
for the good agreement between the asymptotic about ¢ = =
and the numerical solution for large excursions from ¢ =
Results for truncation at the second and third term of the
asymptotic expansion, which are compared with the numerieal
solution in Fig. 3, clearly show this tendency. Moreover, for
¢ ~ 1, the discrepancy between the numerical solution and the
two-term asymptotic is at worst in the fourth significant figure
and with three terms in the fifth. This improves considerably
for € > 1. Fig. 3 also indicates good agreement between the
asymptotics about € = 0 and the numerical solution for e = 0.01,
The accuracy of both expansions truncated at three terms de-
teriorates in a “no man's land” of 0.01 < e < 0.1. In this
range the numerical solution provides the necessary coverage,

It is of interest to assess to what extent the proximity of
T(x, =) and T(x,e) for moderate values of ¢, previously men-
tioned, applies to ¢ functions other than the one treated here.
One means of answering this question involves a study of the
remainders for the truncated expansion (2). Inherent in this
approach is the implicit assumption of rapid convergence of (2),
even for significant excursions of € from . This conjectwre is
considered plausible based on the foregoing developments. A
rigorous justification however is beyond the scope of the present
analysis.  As a motivation for such a corroboration, as well as
providing iunsight into the present results and those for other ¢
functions having similar properties to those of reference [1], we
invoke the aforementioned assumption and obtain bounds on
the second term evaluated at x = 0. Accordingly, we assert:

o,

elT(0, =) — T(,e) = T1(0)
Thus, we wish to show that 71(0) < 1 for a general class of ¢'s,
For convenience, we consider ¢’s symmetrical about « = 1/2
In addition, we further restrict our attention to cases where
g'{t) > 0, ¢"(t) < 0on (0, 1/2]% and ¢'(0) > 2[1 ~ ¢(0)]. Now
Ty > 0 inferred from (3b) implies 7', is monotone increasing on
[0, 1/2]. Equation (3b) implies that 7:(1/2) is a maxiroum.
Furthermore, (5b) implies that 7'\ changes sign on [0, 1/2],
requiring that 7,(0) < 0. From (6b):

sup 2'[’1(())i =

! *1 o
%infj (1 — ()l — sup (i}

0 2
were, sup and inf signify least upper and greatest lower bounds,

i
respectively. Now if (1) > () > 0 on [0,1], then f
0

(-

1

gl > f (1 — O2p()dt = 1. Selecting
)

1

Y= 2(0 — O+ ¢(0),0 £ < 5

= Y(0) = (1) =
(1)

i

1
—2(1 = q(O)t 4 2 = ¢(0), J <t <1
Thus,

I = 92@_&1
h 48

Noting that

7’(0)
4

tfa
ey < 2 f [q" (O + q(0)}dt = + q(0).
0

3 Although the g function of reference 1 weakly violates the second
of these inequalities, it can be represented to a good approximation hy
a function in this class.
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Fig. 3 Comparison of numerical and asymptotic solutions for various  Yalues of ¢
¢ values

Fig. 4 Convergence of numerical solution with step size, n, for various
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Sinee ¢ (0) < 2(1 — ¢(0)), it follows that,

A e
10| < Ll (CHR

U< = 00104
96 96

This bound is comparable in order of magnitude to ’['1{())] for the
q of reference 1, whose value ig 0.00929.

In Fig. 4, the convergence of the numerical solution with
respect to mesh size is studied. It is obvious that over a wide
range of €, the convergence is extremely rapid, with e having little
or no effect.  Presumably, analogous studies concerning the in-
clusion of more or less terms in the Taylor's formula would
show similar trends by virtue of the previous truncation error
estimate.  Curves for b = 1 are not shown, sinee no real zeroes of
T7(1) as a funetion of 7'(0) were obtainable for the cases indicated.
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Introduction

Tm; transient response of heat exchangers due to
changes in the inlet temperatures of the fluids is useful for the
dynamic control of power plants and air conditioning systems as
well as many other applications.  The general problem is quite
complex in that it involves the solution of three simultaneous par-
tial differential equations for temperatures as functions of time
Five parameters are involved which prohibit a
Consequently no

and position.
graphical presentation in complete form.

Contributed by the Heat Transfer Division for publication (with-
our presentation) in the JOUrRNAL or Hear TransrEr. Manuscript
received by the Heat Transfer Division, June 2, 1969. Paper No.
T0-11T-B.

The Transient Response of Heat
Exchangers Having an Infinite
Gapacitance Rate Fluid

The transient respoinse of heat exchangers to a step change in the temperature of the in-
Sfinite capacttance rate fluid lemperaticre 1s discussed.
evaporators, precoolers, and intercoolers.
used to oblain solutions.
entire range of practical values of the parameters is presented.

This work applies to condensers.
Analytical and finite difference methods are
The procedure for making useful hand calenlations for the

general solution has yet been obtlained. Solutions for a few
special cases of technical interest arve all that ave available.  The
best compilation of these solutions can be found in Compact Heal
Exchangers by Kays and London {1].t

In many heat exchanger applications the thermal capacitance
rate of one fluld is mueh larger than that of the other fluid.  Con-
densers, evaporators, intercoolers, and precoolers are such ex-
amples. These ean be modeled by assuming one of the fluids has
an infinite capacitance rate and consequently is always at a uni-
form temperature throughout the exchanger. In the transient
analysis, the infinite eapacitance rate fluid may be modeled ax
having a dwell time of zero. Restricting the problem to this
speeial case eliminates one of the three differential equations and

* Numbers in hrackets designate References at end of paper.

e

Nomenclature

a = parameter defined by equa- parameter defined to be 84,/ let temperature of the -
tion (18); dimensionless C(R, + Ry), equal to N,,; stepped-fluid to its steady-
A = parameter defined to be dimensionless state value; dimensionless
RAC /N 4+ R*2 di- R = fluid heat transfer resistance; {7 = parameter defined by equa-
mensionless he-F/Btu tion (17); dimensionless
B = parameter defined to be C,*/ R* = ratio of fluid heat transfer re- V= velocity of the unstepped-
weod . N /
(1 + £7*); dimensionless sistances, £2,/R,,; dimeusion- fluid, L/8,,; ft/hr
C = fixed capacitance, product of less W= “(“'1“,‘:1}‘7'0_(1 Wﬁl‘l temperature,
mass and  specific  heat; { = temperature relative to the L/ T (llnle.nsmnlfz» )
Btu/F initial temperature; I¥ ro= length‘ (:(mfl(lumte in flow di-
= . . . . . rection; ft
C,* = ratio of wall eapacitance to T = magnitude of the step change * - . .
: . . . . ¢* = normalized coordinate in flow
unstepped-fluid apaci- in temperature of the in- lirect] e di .
= = . . - . . divection, z/L; dimension-
tance, C,/C,; dimension- finite capacitance rate fluid; 1o
N less
less F . .
7 lenot lified B | lized relati 1 N = parameter defined by equa-
= denotes a u > 0836 u = normalized relative tempera- . , . .
0 ((f otes a ;no( ifiec | e sl( u R fL 1 rela t\( € 1 lfiu‘l] tion (14); dimensionless
unctio zero ovder; di- we of the unstepped-fluid - .
(t}() 11 ot zero order; &1 :‘/,C, l.t 10 s lq ped-tiud, ¥ = parameter defined by equa-
1L oss /T dimensionless . v .
TEHSIOnIess of 47 IMENSIONIESs tion (15); dimensionless
L = heat exchanger flow length; ft u* = ratio of the instantaneous out- (Continued on next page)
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two of the five parameters.  [n addition, the solution will be valid
for any flow arrangement.

An exact, analytical solution has been reported by Myers,
Mitchell, and Norman [2] for step changes in the inlet tempera-
ture of the finite capacitance rate fluid. Thus, this problem has
been completely solved analytically and the results presented
in a manner useful to engineers. It is included in the Appendix
for completeness and ready reference.

Rizika [3] has found the exact solution for a step change in the
temperature of the infinite capacitance rate fluid. However, as
veported by London, Biancardi, and Mitchell [4], the result is
only readily usable for times less than one dwell time. Thus, it
ix useful only for cases with small wall capacitance. The electro-
mechanical results of reference [4] cover only certain limited
cases.  An approximate solution for the response (for large wall
capacitance) has been presented in [2] but the extent of the ap-
proximation is not well documented because an exact solution for
comparison was not easily available.

The present paper discusses alternate approaches to the prob-
lem for intermediate and large values of wall capacitance.
CGiraphs are presented for several special cases and the caleulation
procedure for any case of practical interest is outlined. The engi-
neer will now be readily able to make hand caleulations to obtain
a solution for any set of parameters.

Analytical Development

Governing Equations. The governing partial differential equa-
tions for the case of a step change in the temperature of the in-
finite capacitance rate fluid may be obtained by writing energy
balances on the wall and on the unstepped-fluid as discussed in
[2]. For convenience, the cold fluid has been taken to be the
finite capacitance rate fluid. The following equations result:

~ Ot 1 1
= [, — T —(t, —t) =0 1
C”06+Rh[w ()J+Rc<w e) (1)
= Of - Of 0..
N o Sl — ) = 2
edccc 20 + (’c o + RC ([c {w> 0 ( )

In deriving these equations, it has been assumed that:

1 The fluid velocity is uniform across the flow passage (one-
dimensional).

2 The heat transfer is one-dimensional (longitudinal conduc-
tion in the fluid and in the wall is assumed to be zero).

3 The conduction resistance through the wall is negligible.

4 The fluid capacitance, wall capacitance, thermal resistance,
and flow rate are independent of temperature, time, and position.

5 The temperature of the infinite capacitance rate fluid is
initially at 0 when it is suddenly stepped to a value T at zero time.

Ly and {; to be zero throughout the exchanger. Thus, ¢, aid ¢,
really represent temperature differences above the initial valuex of
these temperatures. The initial and boundary conditions may
then be written as follows:
t.{z,0) =0 to(z, 0) = 0 1.(0,0) = 0
The input to the problem is the term 7'1(8) in equation (1) which
represents the step change in the temperature of the infinite
capacitance rate fluid.

These equations can be normalized by defining 8%, v* N = N
R* and C,*asin [1,4]. Nondimensional temperatures, u and w,
are defined by dividing ¢, and ¢, by the magnitude of the step
change, 7. In terms of these dimensionless groups, equations
(1) and (2) become

R*C,* dw , .
m %‘ + R*w — 1(8*)] 4 (w — u) =0 (3)

Qu ou

NQ 4+ R*)
ag* *

fhidad —ap) = :
o R (v — w) =10 (4}

KEquation (4) can next be used to obtain w in terms of u. This
expression can then be substituted into equation (3) to eliminate
w. Thus the two equations containing » and w can be trans-
formed into one equation containing only w.  The following result
is obtained:

% % N(1 + R*)(1 + R* 4 C,*) ou
00*: ' or*of* R*C,* o0*
N(+ R*)? du | N1 4 R*p _
= = - 1(6%)] =0 )
BT oxt o Y

The initial and boundary conditions which are applicable to
equation (5) are that
w(z*, 0) = 0 ugs(x*, 0) = 0 w(0, 0*) = 0
The initial condition of a zero time derivative replaces the initial
condition for the wall temperature. It is obtained by recognizing
that at 8* = 0, u, w, and u* are all zero and consequently from

equation (4), ugx must also be zero at the start.

Examination of equation (5) shows it to be hyperbolic in na-
ture. Solutions of this type of equation are sometimes facilitated
if characteristic coordinates are used. Although previous in-
vestigations of this problem have not used this approach, it does
offer some advantages and will be used here. The characteristic
coordinates, £ and 7, for this problem are defined as follows

£ = o
Because of the linearity and the homogeneity of these equations,
it is entirely adequate to consider the initial condition for both - o= 0* — a*
Nomenclature
7Z = parameter defined by equa- f = time variable; hr Subscripts
?xon (19>;dlm?nSlonleSS . g* = normalized time variable, ¢ = denotes the cold or unstepped-fluid
{{ ) = unit step function, zero for 0/6.,: dimensionless A
negative arguments and des ) h = denotes the hot or stepped-fluid
unity for positive argu- s, = dwell time Of_ the U_‘)ld. orun- 5 = npode index in the &-direction
ments; dimensionless stepped-fluid lthhm the —, _ denotes the wall condition or prop-
{ = characteristic variable defined heat, exchanger; hr erty
as (1 + R*)n/C*; dimen- £ = characteristic variable defined
sionless as x*; dimensionless
{1 = characteristic variable defined . ;
& as (1 + R0 — 1)/C*; o[z, y] = function defined to be Superscripts
§ i z . . . T
dimensionless v f e~ TLy(2+/ g7 )T ; (v) = nodeindexin the. n_du.ectlon
7 = characteristic variable defined =0 * = denotes a nondimensional quan-

as 0% — z*; dimensionless
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‘The resulting equation for u(§, 7) is
£*C,*

o
T s R Ty

Uy + ug + Ny — 1(E+ )] =0
(6)

The boundary and initial conditions now become

w(d, =& =0 uyd, =& =0

“The region of interest and the boundary conditions are shown in
Fig. 1. Lines of constant time appear as diagonal lines at 45
degrees.  The initial time line is the diagonal line passing through
the origin. The exit of the exchanger is the vertical line at
£=1.

In the next section a finite difference solution to equation (6)
is obtained. Then equation (6) is simplified by taking C, —
and an analytical solution is presented for this asymptotic case.
Both of these solutions are facilitated by using the characteristic
coordinate system.

Finite Difference Solution. The node arrangement for the finite
difference formulation of this problem is the grid shown in Fig. 1.
"The finite difference approximations for « and its derivatives are
given by

w(0,n) =0

U = u”(”)
] P — @
e = — Unat’
ug A
) un(v+l) — 'u,,l(") (7
Uy = ———
n A7
. Unﬁl(y) + i(rx(p+l> - un—-l(}‘+1) - uv”(xr)
Ugy =
&n AEAy

Tn selecting the relative grid spacing, An/AE, it is important to
he sure that any discontinuity in the fluid temperature moves
through the heat exchanger at the proper speed. The proper
<peed in this case is the fluid veloeity, V = L/fa. In the original
coordinate system (x, 6) this means that a discontinuity at posi-
tion z should arrive at position 2 + Az after a time interval

Af# = Az/V. Therefore the time and distance intervals should be
selected so that

A0

Az VL

I characteristic coordinates this means

A0 L

Any Ag*
B 8, Az

Upon substituting equations (7), with Af = Ay into equation (6),
the following expression is obtained:

(1) (4 4+ (B — DA — N(A9)uw,™ + AuaOTV4 [Ag ~ AJuns® + N(Ag)?

A
77=9*'X* , onoon+l
1 w+D)
Bn
. T 4A(x/)
u=0—~, | ~ AL
NS
N
N hY
N ™
\\\‘ O :‘n
NN I\
[ NN Y
\l N N AN N
0 . N
ot o N | E=x*
« o a0
A NN \\
woow o N s CONSTANT
SINEENEEN A 1EME LINES,
- oo KX/ 8= CONSTANT
77"6? PRGN
%= 01 . ~
v Y NN
u=0 EJ/, o
=0 ~
Un 0.
Fig. 1 Problem description in characleristic coordinates

H T T m
STEADY-STATE SOLUTION~, | =
u=l-g N /———'——Og
08
u // 0.6
Vi
06 / 04
0.4 /
§%=0.2
0.2 T3
R*=
o Ch = 0
) 02 0.4 06 08 o)
x*

Fig.2 Internal temperature distributions for N = 3, R* = 1, and C,* = 1

vt (8
" A + BAy N
where
R*C,* C,*
A=—"—"""7— and B = ——
N(1 + R*) 1+ R*
This expression is an explicit relation for caleulating 1,**+Y in  tribution as a function of time for one typical case (N = 3,

terms of the three known values u,, u, T, and 1, which
have already been calculated at previous times. The procedure
starts by computing the value at node 1 on the first constant time
line above #* = 0 shown in Fig. 1. The computations continue
cliagonally along the constant time line, nodes 2, 3, 4, . . ., to the
heat exchanger exit. Then the same steps ave repeated be-
ginning with node 1 along the next constant time line.

Fig. 2 presents the solution for the internal temperature dis-

Journal of Heat Transfer

R* = 1, and C,* = 1). Observe the horizontal portions of the
curves for #* < 1. These describe the behavior of the fluid that
was contained in the exchanger at the start of the transient. This
fluid is always exposed to a uniform (but increasing) wall tem-
perature and consequently the fluid temperature is also uniform.
These horizontal portions have entirely left the heat exchanger at
0* = 1. This is consistent with the length of time required for
the fluid to pass through the exchanger.
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Fig.3 Finite difference solytion for N = 3 and R¥ = 1

The horizontal portions of the solution for §* < 1 correspond
to the “easy-to-use” part of Rizika’s exact analytical solution.
This solution can be obtained by eliminating the z-derivatives
from equation (H) and solving the resulting ordinary differential
equation for w as a function of 8%, The solution so obtained is
valid as long as 8% £ a*.

Equation (8) has been used to evaluate the solution to equa-
tion (6) for 27 combinations of N, R*, and C,* to cover a large
range of values for these parameters. A printout of the computer
program used to determine the normalized exit response is avail-
able upon request. Fig. 3 shows solutions for three different
values of wall capacitance for ¥ = 3 and R* = 1. In this figure
the normalized exit response u* is plotted as a function of (0% —
1)/C,* for various values of C,*.

The choice of (0% — 1)/C,* for the abscissa has been made for
two reasons.  First, 0% — 1 appears naturally from the use of the
characteristic coordinate = 6% — z* when the solution is
evaluated at * = 1. Second, the division by C,*is used to com-
press the abscissa for the intermediate and large values of wall
capacitance which ave of particular interest in this paper.

It can be observed from Fig. 3 that the transient is essentially
complete by (8% — 1)/C,* = 1. This is substantiated by all of
the other cases considered. This means that 6% = 1 4+ C,* is
the nondimensional time required for the heat exchanger to re-
spond.  From this it is seen that the larger the wall capacitance
the longer the response time.

As indicated in Fig. 3, the start of the transient is at —1/C,*.
Thus, as C,* increases, the starting point in this coordinate sys-
tem approaches (0% — 1)/C,* = 0. This suggests that the large
wall capacitance cases approach an asymptotic limiting solution
as will be discussed in the next section.

Large Wall Capacitance Solution. When the unstepped-fluid is a
gas, its capacitance is usually small relative to the wall capacitance.
As reported by Loundon (4] there are many cases of technical in-
terest in which C,* > 100. Thus, C,* is very large and for these
ases it is possible to obtain a useful, asymptotie, analytical solu-
tion to equation (6).

To obtain this analytical solution, a new time variable is de-
fined as

L 4 R*

(=5

Then equation (6) simplifies to the following

R*
o ugp + oup o

N+ k)
Y e IR
kel 22 1 + R = Y

For large C,* (approaching infinity) the £ in the argument [ the
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Fig. 4 Influence of R* on the large wall capacitance solution
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Fig. 5 Influence of N on the large wall capacitance solution

unit step function can be neglected. The equation then reduces

to

LA uge + ue + ug + Nlu — 1)} =0

e (10)
N(1 + R*)

In obtaining equation (10) it should be noted that by definition of
the unit step function,

C.*
1) =1 (W §>

since C,*/(1 + R*) is always positive.
The three boundary and initial conditions become

14 R |+ R*
_wg>:() _j}é‘*u ‘ll§<f,~ “Ci"*v S);—_O

u(0,{) =0

For C,* —  the middle condition is automatically satisfied and
the conditions reduce to the following:

u(§0) =0  u0,{) =0
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The solution to equation (10) can be found using the Laplace

pransformation. The vesult is given as

ulf, O) =

N(L 4+ B®

E} (11)

wherve the function ¢olx, y] has been tabulated by Brinkley,
Fdwards, and Smith [5].
The normalized exit response is then given by

. Nt R* N . N
v

R*

Rizika’s exact solution, as given by equation (13), up to 0% = 1,
but for longer times equation (13) is not applicable and there is
no easy way to evaluate the response.  An approximate solution
to help in these intermediate cases would be of value to the
engineer.

One way to arrive at an approximate solution for 8% > 1 is to
simply extend Rizika's exact solution beyond 8% = 1 in some
reasonable manner. It is appropriate from the solution pre-
sented in Fig. 3 that «* should be a funetion of (8% — 1)/C,*. A
natural choice is to assume the following exponential form for the
solution:

ey

w* =

where {1 18 equal to ¢ evaluated at o* = L.

This solution has been evaluated and some of the results arve
presented in Figs. 4 and 5. Observe that the most natural coor-
dinate, {1, has been discarded in favor of (8% — 1)/C,* in order
to confine the effects of R* (o one parameter in Fig. 4. This is
also consistent with the coordinate used in Fig. 3.

Pig. 4 shows that the effect of increasing R* is to reduce the
response time. It should also be observed that #* = 0.1 to 10
covers practically the complete range of responses.  TFig. 5 indi-
eates that an inerease in the value of N = N, will also reduce the
response time.  These figures can also be used to obtain a quali-
tative idea of how the curves in Fig. 3 would shift for values of N
and £% other than the ones shown in Fig. 3.

Approximate Solution.  As can be seen from Fig. 3, the response
ean be considered in three broad categories according to the mag-
nitude of C,*. For small C,* (e.g,, C,* = 1) most of the re-
spounse has been completed prior to 8% = 1. For §* = 1 Rizika’s
exact analytieal solution [1, 4] can be evaluated. This solution

is given by
: + cosl o
oS —
y Ty

wE = — (13)
where
N 2% > N
e "
and
N PR A
(L 4+ R* 4+ C,*)2

Forlarge C*, which from Fig. 3 appears to be greater than 100,
the analytical solution reported in the previous section may be

successfully used.  For intermediate values of C,* one can use

-0 o8 06 04 -0 0z 04 08 08 0

5 T T T I}
/% L
T4 =0, ANALYTICAL SOLUTION/ //{/}/ 1 ’
A APPROXIMATE_SOLUTION
08
o /
o/
06
%=1 00, N=3
R*=1
= 04
— 02
N-C¥=00  ANALYTICAL SOLUTION
W 1
/A—FINITE DIFFERENCE SOLUTIONS
| |
2 ¢
*—

Ol
E

Fig. 6 Summary of solutions for N = 3 and R* = 1
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YR
(12)
u* = | = Uemalr=D/Cx (16)
. . du®
where {7 and a arve chosen so as to make both «* and e agree
d
with Rizika’s exact solution at 0% = 1. This results in the

following values for U and a:

I — e %1 ¥V sinh Z + cosh z .
Y v

U=1-— (17
| — ¢™& 17)
and
A
. o Ye Zginh —
1 2N(L 4+ B*)T* 1 ;
a = — - - (18)
U0+ R+ C5 1 —e
with
N A+ R5( 4+ R* + C*
g = MU+ ROA 4 BE A+ G5 19)

IR*C >

Although the expressions for U, «, ¥, and Z ave complicated fune-
tions of N, B*, and C,.*, they can be readily caleulated by hand.

A comparison of the approximate solution with the finite dif-
ference solution for all 27 cases shows that there is practically no
difference between the two for R* =z 1. For R* = 0.1 the
approximate solution falls off below the exact solution by as
much as 10 percent of the full response. This is not a serious
drawback however, since no practical case is expected to have an
R* less than one.  The infinite capacitance rate fluid is expected
to have the smallest heat transfer resistance as it is most likely
to be either condensing or evaporating and consequently have a
high heat transfer coefficient. Another possibility is either a
precooler or intercooler in which the infinite capacitance rate fluid
is a liquid and the other a gas. The liquid is expected to have
the least resistance. Thus, the heat transfer resistance on the
finite capacitance rate side would be greater than on the infinite
capacitance rate side and consequently R* would be greater than
one.

All of the solutions obtained for N = 3 and B* = 1 have been
plotted in Fig. 6 for comparison. Observe how nicely the finite
difference solutions approach the asymptotic solution for large
wall capacitance. The approximate solution obtained by extend-
ing Rizika’s solution can be seen in Fig. 6 only for C,* = 10 be-
cause the C,* = 1 and 100 cases cannot be distinguished from the
corresponding finite difference solutions,

Calculation Recommendations

The following four solutions are now available for estimating
the response of a heat exchanger to a step change in temperature
of the infinite capacitance rate fuid:

1 Rizika’s exact solution, equation (13)

2 Finite difference procedure, equation (8)

3 Large wall capacitance solution, equation (12)
Approximate solution, equation (16)

=
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The engineer who wishes to make a ealeulation of such a response
must ehoose between these solutions.

To select the appropriate solution it is recommended that the
response at 0* = 1 given by Rizika's exact solution be computed
first. If this value is above 0.9, most of the response has already
oeeurred prior to 8% = 1 and Rizika's exact solution will give use-
ful results (see Fig. 6 for example). If the value is less than 0.1
it would appear that the asymptotic solution for large wall
capacitance would be a logical choice. For intermediate values
one must either use the finite difference method or the approxi-
mate solution which extends Rizika's solution beyond §* = 1.
Since any practical case is expected 1o have R* > 1, the ap-
proximate solution should be euntirely adequate for these inter-
mediate wall capacitance cases. It can also be used very nicely
for large wall capacitance problems if a table of the ¢o-function is
not available.

Discussion

Due 1o the number of parameters involved, it is not feasible
to present complete curves to cover every case of interest.  Con-
sequently, only three figures have been selected, Figs. 4, 3, and 6,
for comparison to the corvesponding cases presented in [1, 4].
Additional eases may now be readily caleulated using the methods
discussed in this paper.

The effects of R*, N, and C,* ave the same as reported by pre-
vious investigators. The response is faster for larger ¥, larger
VN, aud smaller C,*.  These effects can be observed from Figs. 4,
5, and 6, respectively.

It is interesting to note, based on Figs. 4 and 5, that for large
wall capacitance cases the vesponse requives about (I + C,*)
dwell times (i.e., * = 1 + C,*). Thus, as the wall capacitance
i= increased, the significant time factor changes from the dwell
time of the unstepped-fluid (for C,* = 0) to C,* dwell times for
large wall capacitance problems.

The electromechanical analog results of London [1, 4] agree
reasonably well with the cases presented in this paper. It is felt,
however, that the curves presented in this paper arve better be-
cause of the relatively large number of nodes (100) used in the
finite difference solution compared to the number of lumps (4)
which London used. The present investigation suggests two im-
provements in London’s presentation. First, the correlating
time parameter should be (8% — 1)/C,* which falls out naturally
from the analysis in characteristic coordinates rather than
G*%/(1 4 C,*). Second, the implication that all responses for
C.* greater than 5 are the same (see reference [4], Figs. 9 and 10)
should probably be modified to C,* > 100 as suggested by Fig. 6
in the present investigation. )

Each of the 27 finite difference solutions was compared to
Rizika’s exact solution at £ = 1 and 7 = 0. This is the largest
value of 8* for which Rizika’s solution can be easily evaluated.
In every case the agreement was to better than three decimal

places. The solution shown in Fig. 6 for C,* = 1 was also com-
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Fig. 7 Effect of node spacing on response time
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pared to Rizika's exact solution for shorter values of time.  The
finite difference solution exhibited move error at earlier times by,
was still within about one percent of full response. Thus, it iy
coneluded that the finite difference solutions are as good as the
exact solutions.

The effect of the choice of grid size on the response time ig
shown in Fig. 7. The calculated time to reach 95 percent of fyll
response is plotted as a function of the number of nodes. This
shows a significant change in the solution between 10 and 30
nodes but not much additional change in going to the 100 nades
used in this investigation. The typical solution required about,
5 to 10 seconds on the UNIVAC 1108.

Application of finite difference methods to heat exchanger
transients is not new, having been demonstrated by Dusinberre
[6] in 1954, The special case considered by Dusinberre was very
much over-simplified. Because he used a desk caleulator, Dusin-
berre considered only 4 nodes. Fig. 7 indicates that one should
definitely go beyond this number of nodes. The present in-
vestigation, covering a wide range of parvameters and usiug a
sufficient number of nodes, establishes confidence in this tech-
nique for heat exchanger transients.

Reference [2] presents an approximate integral solution to this
problem for large values of wall capacitance. The present in-
vestigation shows that the results of {2] are about 5 percent high
when compared to the infinite wall capacitance case of Fig. 6.
This is remarkably good considering the simplicity of the solution
obtained by the integral method and the assumptions involved.
The results of [2] are no longer recommended for this problem
however. Equation (16) presented in this paper gives far better
results while retaining the ability to perform the caleulations on
the slide rule.

Gonclusions

The conclusions of this investigation can be summarized as
follows:

I Useful solutions to the governing differential equations
have been obtained using characteristic coordinates for both finite
difference and analytical methods.

2 Several methods of calculating the transient respouse for
any combination of N, R¥, and C.* have been presented and
guidelines for which solution to use have been set forth. These
are given as equations (8, 12, 13, and 16).

3 Buceessful sliderule caleulations may now be made for any
case of practical interest (B* = 1) and for any wall eapacitance
using either equation (13) or equation (16).

APPENDIX

This appendix has been included to present the solution for the
¢ase in which the inlet temperature of the finite capacitance rate
fluid is stepped instead of the infinite capacitance rate fluid. The
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Fig. 8 Solution for a step change in the inlet temperature of the finite
capacitance rate fluid

Transactions of the ASME

Downloaded 04 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



sobution has been published in 2] and is re-presented here as

w* = LG oISy NR¥] 4+ VB8, NP )] (20)

11 arriving at this solution it was necessary to use different defi-
nitions of some of the nondimensional groups. These definitions
are s follows:

Cy = fixed capacitance of the hot or stepped-fluid; Btu/F
C.* = ratio of wall capacitance to stepped-fluid capacitance,
C,/C,; dimensionless
N = parameter defined to be 84,/ Co(R, + R)), eqqual to Ny
dimensionless
R*¥ = ratio of fluid heat transfer vesistances, R,/R,,; dimen-
sionless
u® = ratio of the instantaneous outlet temperature of the

stepped-fluid to its steady-state value; dimensionless
{0 = defined to be N(1 + B*)2(0* — 1)/R*C,*; dimension-
less
normalized time variable, 8/84,; dimensionless
dwell time of the hot or stepped-fluid ; hr

o -
Orih =

The complete solution is presented in Fig. 8,

Juurnal of Heat Transfer
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Effects of Velocity and Current on
Temperature Distribution Within
Crossflow (Blown) Electric Arcs

The effects of both velocity and current upon the temperatire distribution within, and ihe
cross-sectional shape of, steady-state 1.1 atm argon crossflow arcs have been determined
experimentally.  The tests were conducted over one range at constant current (I = 60.3
amp), U = 0, 41.8 < Uoisee < 127.0 and another range at constant velocily
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Introduction

sflow or blown arc is characterized by de-
flection generally in the direction of the main-stream flow. The
extent of the deflection, the profile of the plasma, the cross-sec-
tonal shape, temperature distribution within the plasma, ete.,
depend upon many factors including the electrode material, elec-
trode design, flow velocity, are current, and geometry of the test
facility. One consequence of the interaction of the gas-dynamic
and electromagnetic aspects is that the plasma no longer is circu-
larly symmetrical in cross section, although a mirror plane of
symmetry in eross section may be found.

The deflection of the plasma with forced convection, together
with the absence of circular symmetry in cross section, introduce
an essential complexity into both the analytical and experimental
studies of the blown arc configiration,  Although such configura-
tious have been employed in a wide variety of applications such
ax switeh gear, are heaters, space propulsion, and simulators, the
difficulties assoeciated with analytical and experimental investiga-
tions have resulted in a relative lack of quantitative information
with respect to the detailed behavior.

Results of analytical studies should ineclude the predictions of
the are profile, cross-sectional shape, and local temperature dis-

Contributed by the Heat Transfer Division of THE AMERICAN
SociETy oF MEcHANICAL ENxcGINeers and preseuted at the Winter
Annual Meeting, Los Angeles, Calif,, November 16-20, 1969,
Manuseript received at ASME Heat Transfer Division, July 10, 1969.
Paper No. 69-WA/HT-59.
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(U = 41.8 cm/sec), 42.5 < Limp < 80.8.
exerts « profound influence wpon the crossflow arc.
tHon appears to completely penetrate the plasma.
constuitt velocity) is to shield « central core region front the flow field.
effects of velocity, electrode design, interactions of the electrode jets, and slight misalign-
wment of the jets, neither the isotherms nor the cross sections can be considered lo be
generally circular, even at the higher currents.

Copyright © 1970 by ASME

Forced convection {at constant aic current)

At higher velocities, forced convec-
The effect of increasing current (at
As a result of the

tribution as functions of are current and main-stream velocity.
Present analytical treatments of this configuration have treated
the are as a one-dimensional or quasi one-dimensional problem
(e.g., survey of [1]1). The particular formulations and assump-
tions imposed have generally neglected the azimuthal (or lateral)
dependence of all variables (e.g., in cross section, the are is as-
sumed to be civcular or quasi one-dimensional wedgelike). The
results of recent quantitative experiments, at constant, low
velocity and at low currents [2, 3], have shown the cross-sectional
shape and local temperature distribution to depend significantly
upon the azimuthal location.  The results of {2 and 3] have tudi-
ated the analysis of the erossflow are to be properly a three-
dimensional, or at the simplest, a quasi two-dimensional problem.
The most detailed analysis presently available is found in [4
and 5].  Here a gaseous, quasi-neutral conduetor in steady flow
at low Mach number is considered.  Ixternal magnetic fields ave
not applied; self-magnetic field is assumed to be negligible. The
plasma is assumed to be cireular or one-dimensional wedgelike in
All quantities except electrical conduetivity are
assumed to be constant with temperative; the temperature de-
pendence of electrical conductivity is represented by the linear-
discontinuous model.  The results of the analysis include:

cross section.

I The effect of curvature (in are profile) increases the tem-
perature gradient upstream of the center of the are with respect ta
the gradients downstream of the center.

2 The maximum temperature occeurs slightly upstream of the
center of the are. Along the mirror plane of symmetry in cross

! Numbers in brackets designate References at end of paper.
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section, the experiments of [2 and 3] are in qualitative agreement
with the analytical predictions.

Analogous difficulties are introduced into the experimental in-
vestigations.  The absence of circular symmetry in cross section
requires the plasma to he observed at many different azimuthal
positions.  The resulting integrated intensity distributions of,
say, arc radiation must be inverted to obtain the local distribu-
tion of emission coefficients from which the local temperatures are
obtained. In [2 and 3], this was accomplished for the first time
(the inversion method of [6 and 7] was employed), permitting
the quantitative determination of local temperatures within the
crossflow plasma.  The experiments of [2 and 3] were conducted
at constant, low main-stream velocity (U = 43.8 em/sec), with
aurrent over therange 17.2 < 7 amp < 34.1; the electrode spacing
was maintained at 6.6 mm. The tests were conducted in argon
at 1.1 atm.

The experimental results indicated the plasma cross section (a)
was noncireular, with the major axis in the flow direction and (b)
contained a central portion (a core), generally circular, well
shielded from the main-stream flow, and an outer region, non-
circulay, in which convective interchange of energy oceurred.

The experiments described herein extend the work of [2 and 3]
to incorporate the effects of both main-stream velocity and
(higher) arc current as parameters. Tests were conducted over
the following ranges:

1 At constant cwrrent (f = 60.3 amp), U = 0, 41.8 < U
cm/see < 127.0.

2 At constant velocity (U = 41.8 em/sec), 42,5 < Ly <
80.8.

Electrode spacing was maintained constant, at 11.2 mm, for all

tests. The experiments were conducted in argon at 1.1 atm.
Local temperature distribution within the plasma was obtained
in a horizoutal plane about middistant between the electrodes
(4.94 mm above the anode .

Reported herein are steady-state characteristics of the erossflow
are (including local temperature distribution, cross-sectional
shape, and arc cwrrent and voltage).  Operation under oscillatory
modes [8], observed here at certain conditions, is not discussed.

The experiments have indicated a profound effect of velocity
upon the local temperature distribution (and cross-sectional
shape).  As velocity was increased (with current maintained
constant), the plasma eross section (and local temperature dis-
fribution) changed from that associated with a heated, blunt
body to that of a heated, highly streamlined body. As current
was increased, while maintaining a constant main-stream velocity,
behavior somewhat similar to that found in [2 and 3] was ob-
served.  However, ax a rvesult of the higher cwrent levels at
which the present series of experiments were conducied, jet

fournal of Heat Transfer

effects from the electrodes resulted in generally noncireular izo-
therms even within the core.

Experimental Facilities

Arc Tunnel and Accessories

The test facility was an open cireuit tunnel consisting, basically,
of the (bottled) gas supply and manifold, tunnel settling chamber,
eutrance flow passage, test section, and exit section, Fig. 1. The
cross section of all flow passages were identical:  17/5 in. X 17/s
in.  Appropriate meters and valves were installed to regulate the
flow and pressure level.

The power supply consisted of two direct current (selenium
rectifier) welders across which extensive capacitive filtering was
emploved to reduce the ripple to about £0.1 percent with a re-
sistive load.  To avoid touch starting of the are, with the resul-
tant contamination of the flow as well as possible damage to the
electrodes, a high-frequency starter was employed, Fig. 1.

The test section, Fig. 2, was 12 in. long and could be located at
The tests were conducted with the test
section positioned as shown in Fig. 1. The test section was
made of aluminum and suitably O-ringed and gasketed. The top
and bottom walls were water-cooled. A 9-in. window was in-
stalled in one side wall; the window length was selected to permit
viewing of the plasma over a wide range of azimuthal angles. A
black anodized aluminum insert was inserted into the rear side
wall. A viewing port was placed in the top wall for observation
of the plasma from a rearwardlike direction.

Both electrodes were water-cooled. A 90-deg, conically tipped
(OFHC) copper anode insert (0.250-in. base dia) and a tantalum
cathode insert #/in. overall length were employed; a }/s+in. length
of the cathode was 0.188-in. dia, while the remaining section was
machined to a diameter of 0.080 in. with a 90-deg conical tip. A
cvlindrical noteh (0.010-in. depth, 0.030-in. length) was machined
in the smaller diameter section, 0.180 in. from the end. This
notch was used as a reference for determination of spatial location.
Both electrodes could be positioned continuously in the tunnel.

The arc tunnel arrangement is deseribed in detail in [2, 3, and
9.

several axial stations.

Optical System

Arrangement.  The optical system employed, Fig. 3, permitted
simultaneous observation of the plasma at 12 known azimuthal
loeations. The system was designed subject to the following
constraints:

1 All 12 images must be in focus for any given camera setting.

2 Overall magnification to be as large as physical conditions
permit (3 = 0.46).

3 Images to be observed in a common horizontal plane con-
taining the electrode center line.
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L mirror, which observed the are from a rearwardlike position
s12 s5 || s8 through the viewing port in the upper window, was not oriented
T s in the same plane as the other mirrors; this mirror was used 10 de-
° termine the existence of the mirror plane of symmetry.
s3 sS4 st 2 Secondary Mirvors. The function of these (front surface)
: sio mirrors was to compact the images of the plasma for placement
s s2 56 upon a 4-in. X 5-in. negative.
s 3 Detector Arrangement. The grouping contained (a} the
camera, () a narrow band optical interference filter (centered
. . at about 4434 angstroms at normal {zero deg) incidence: 9.5
Fig. 3(b) Secondary mirrors .
angstroms bandwidth).
Typical photographs of the plasma as viewed through the
an:n §° MiRROR | §° optical system are shown in Fig. 4. Below each image is seen the
] 455 N.,o' YTy alibration data appropriate for the opties and film assoc inted
2 -29.0 3 8.0 with that image.
‘3 - ‘.?‘.‘ 9 70.5 The arrangement developed is, thus, approximately equivalent
19.1) "? ;:i to the simultaneous use of 12 monochromators.
€ 345 2 90.0 Calibration. Quantitative determination of the temperuture
distribution within the plasma resulted in the requirement of an
Fig. 3(c) Azimuthal angles absolute calibration of the optieal system and film. Using &

4 Presence of field stops be minimized (this requirement re-
sulted in o camera setting of £/32 for all data).

The optimal system contained three components:

1 Primary Mirrors. This set of 12 front surface mirrors was
suitably aligned to view the plasma at known azimuthal angles
(determined to within +0.1 deg, Fig. 3(c)). Lleven of these
mirrors were oriented in a common horizontal plane. The 12th

2718 / mAY 1970

tungsten strip lamp, this calibration was performed for 11 optical
paths (each optical path was designated by a number associated
with a given primary mirror). Here the term optical path
designates the sequence traversed by light during passage from
the source to the film. This includes: emission from the source
(ealibration lamp or are), transmission through test section win-
dow, reflection from primary and secondary mirrors, transmission
through the filters and camera lens, and impingement upon the
film.
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RUN 431

Fig. 4 Optical fields of 12 mirrer systems as seen by camera

Ten calibration data points were placed on the film for each
optical path,  (Lens setting and exposure times were the same
for both calibration and test data.) From reported spectral
emissivities for tungsten [10] and from the known characteristics
of the optical pyrometer used {0 measure brightness temperature
[11], the calibration curve for each optical path was constructed.
Seans with a microdensitometer were used to obtain the measured
values of film density or darkening.

With the construction of the absolwte calibration curve for each
optical path, the absolute magnitude of any point in the inte-
grated intensity distribution of are radiation was determined
through inversion of the calibration procedure.

Data Reduction. For each run, microdensitometer scans of the
plasma, in conjunction with the calibration curve, vielded the
absolute magnitude of the integrated intensity distribution.  All
seans were obtained in the same horizontal plane, 4.94 mm above
the anode.  The slit dimensions for the densitometer scans were
0.5 mm height by 10 microns width.  Typical scans ave shown in
Fig. 5.

The local distribution of emission coeflicients was obtained
using the inversion method of [6]. The method required the
plasma to contain a mirror plane of symmetry; the lower portion
of Fig. 5 indicates this requivement was satisfied in the experi-
ment.  The procedure of [6] also required data input at equal
increments of azimuthal angle; this was accomplished with the
three-point interpolation method of [12].

With the emission coeflicients now know, the local distribu-
tion of temperature was caleulated using the simplified (fre-
quency-independent) form of the Kramers-Unsold equation for
continuum radiation.  For the case of atmospheric (coaxial)
argon plasmas, operated in the same current range as described
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Fig. 5 Densitometer traces of arc

herein, determination of temperatures according to coutinuum
and line radiation were in agreement to within about =150 K for
plasmas having center-line temperatures about 10,000 K {13, 14].

The results of the computations are presented in the form of
(computer-plotted) isotherm distributions at each operating
condition.

For atmospheric argon plasmas and for wavelengths in the
range used (about 4454 angstroms), there is negligible self-
absorption [13]. Further, as noted eatlier, the plasma was ob-
served to contain a mirror plane of symmetry in cross section.
Under these conditions, it can be shown the local temperature
distribution ean be obtained by observation of the plasma
through but one (90 deg) quadrant [2, 3].  Accordingly, the re-
sults reported herein were obtained using data from mirvors 4-12
only, Fig. 3.

Seans of the argon spectrum indicated the absence of strong
argon lines over the range of incidence angles to the interference
filter.

The optical system is described in detail in [2, 3, and 9].

Uncertainty in Arc Temperature

The accuracy of the optical pyrvomeler was about ==1/; percent
at about 1600 C and about =3/, percent at about 2100 C. Mea-
surements were repeatable to within =1 percent. These sources
of error result in an uncertainty of about 110 K in are lem-
perature.

The uncertainty in the absolute magnitude of the spectial
emissivity of the tungsten ribbon calibration lamp is expected to
not exceed £3 percent [15]. This yields an uncertainty in arg
temperature of about =55 K.

Uncertainty in the characteristics of the narrow band optical
interference filter were a maximum of =10 percent at a given
angle of incidence. This results in an uncertainty of about 480
K inarc temperature.

Various factors in the inversion method may be selected over a
range of values. Computer studies of the effects of variation of
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Fig.6 Arc photographs through mirror system 4

these fuctors [2, 3} indicate that these influence the resulting
temperatures by a maximum of 420 K.

The foregoing, together with uncertainties associated with
application of the Kramers-Unsold equation, indicate that the
temperatures are determined {o within about =400 X.

Discussion of Results

The experiments were conducted over the following ranges:
(a) at constant carrent (f = 60.3 amp) U = 0, 41.8 < Udneee <
127.0, and (b) at constant veloeity (U = 41.8 em /see), 42.5 < Lumy
< 80.8.  Electrode spacing was maintained constant, at 11.2 mm,
for all tests. The experiments were conducted in argon at 1.1
atm.  Local temperature distribution within the plasma was ob-
tained in a horizontal plane about middistant between the elec-
trodes (4.94 mm above the anode).

Views of the plasma, from nearly right angles to the flow
(mirror 4, £ = 3.9 deg (reler to Fig. 3)), are shown in Fig. 6 for
each operating condition.  The effects of forced convection (verti-
al column) and of are curvent (horizontal vow) can be seen
qualitatively.

Consider convection at constant cuwrrent. At zero flow, the
configuration contains cusps on both upstream and downstream
sides.  These probably originate as a result of the jet effects due
to the electrodes and become more pronounced as current is in-
creased (for this configuration, cusps are not observed at relatively
low currents—Iless than about 20 amp [2, 3]). The plasma does
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not appear quite symmetrical in the direction of flow (also refer
to the upper portion of Fig. 4): A line connecting the ends of the
cusps is inclined at an angle with respect to the horizontal.
Since, in operation, the tip of the cathode is observed to melt
and form a molten spherical layer upon which the plasma at-
taches, any slight misalignment of the attachment could produce
the observed asymmetry.

The initial effect of forced convection (U = 41.8 e¢m/sec) is
primarily to deflect the upstream cusp in the flow direction;
relatively little deflection of the plasma as a whole is
experienced,  For all higher velocities, forced conveetion results
in pronounced deflection of the plasma in the direction
of flow.

Based upon the foregoing, it would be expected that (a) the
isotherm distribution at zero speed would not be completely
symmetrical, (b) at higher speeds, forced convection could
significantly influence the temperature distribution within the
plasma, and (¢) at U = 41.8 cm/sec, a transition region could be
found.

Counsider the effects of are current at constant main-stream
velocity.  As the current is increased the arc shape is seen to re-
semble more that found at zero speed. In effect, then, as the are
current is increased, the arc would be expected to become “‘stiffer”
[5], less sensitive to forced convection. At 80.8 amp, both up-
stream and downstream facing cusps ave found (in the presence
of forced convection); a pronounced inelination of the line con-
necting the cusps is seen.

The influence of forced convection (at constant current) upon
the isotherm distributions is shown in Figs. 7-11.

At zero speed, Fig. 7, the isotherms are approximately circular
within a “core”’ (to about 10,200 K), and distinctly noncircular
in the outer portion. The absence of extensive circular symmeftry
is probably the result of the jet effects noted earlier. At U. =
41.8 em/sec, Tig. 8, the plasma has undergone initial deflection;
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the upstream facing cusp has been forced downstream (refer also
to Fig. 6). The isotherm distributions show the initial develop-
ment of the characteristics observed with forced convection.

For all higher velocities, U > 65.7 em/sec, Figs. 9~11, the
effects of forced convection become more pronounced. Consider-
ing an isotherm to characterize the dimeusion of the plasma (e.g.,
T = 9700 X), the cross section is readily found to become in-
creasingly elongated in the direction of flow and progressively
shorter transverse to the flow (6 = 90 deg) as the velocity is in-
creased. The isotherms for U = 65.7 and 94.7 em/sec, Figs. 9
and 10 become broader, or wider, along the downstream portion
(90 deg < # < 0 deg); these suggest the case of ow in the wake
of a heated body (e.g. [16]). Circular isotherms are present to a
relatively small degree at U = 65.7 ¢cm/sec (to 10,100 K). The
isotherms at U = 94.7 cm/sec are noncircular in a core region.
At the highest velocity tested, I/ = 127.0 cm/see, all isotherms
are highly elongated in the direction of flow,

Defining the center of the arc as the location, along the mirror
plane of symmetry, midway between the intercepts of a charac-
teristic isotherm (e.g., T = 9700 K), the temperature gradients
upstream of the center are found to be greater than those down-
stream for all cases. Tor all finite velocities, the maximum tem-
perature was located upstream of the center. Both results arve in
agreement with the analysis of [4 and 5], Along the mirrov plane
symmetry it would be expected that azimuthal influences would
be minimized (but not necessarily negligible). At the highest
velocity, U = 127.0 em/sec, the maximum gradients were trans-
verse to the flow (0 = 90 deg); at the lower velocities, the maxi-
mum gradients were in the range 120 deg < 8 < 180 deg.

The results of these experiments indicated forced convection
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exerts profound influences upon the crossflow plasma; the effecis
include:

1 Change in the isotherm distributions from those associated
with flow about a heated, blunt body to those about a heated,
highly streamlined body. (The characteristic axial dimension
increases and the characteristic transverse dimension decreases
asveloeity is increased.)

2 The isotherms generally become highly noncireular, with
the major axis in the divection of flow.  (Circular isotherms may
be found over a relatively narrow range of conditions.)

3 Maximum values of the temperature gradients are not
located along the mirror plane of symmetry; for high velocities,
the maximum gradients are found in the transverse direction.

The effects of arc current (at constant velocity) upon the iso-
therm distributions are shown in Figs. 12, 8, and 13. The in-
fluence of convection is most pronounced at the lowest current,
I = 425 amp, Fig. 12; the characterisiics of the isotherm dis-
fribution are similar to those described earlier for U = 65.7
em/see, Fig. 9. As the current is increased, the are is expected
to become larger; this is observed upon eonsideration of a charac-
teristic isotherm. 'The increased shielding of the plasma from
the flow, as the curvent is increased, is also seen in Figs. 8 and 13
in the tendency for the isotherms to hecome more uniform up-
stream and downstream. It is important to note, however, that
civcular isotherms are not generally found at the highest current
(I = 80.8 amp) probably as a result of the jet effects described
earlier.

As a vesult of the combined influences of forced convection, jet
effects, slight misalignments of the jets, electrode design, etc.,
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noneirenlar isotherms may be expected to be present to a sig-
nificant degree even at relatively high currents (for a given
veloeity).

A representative arc voltage-current characteristic (at con-
stant velocity ) is shown in the upper portion of Fig. 14 ; the varia-
tion observed is typical for such arc plasmas.  Are voltage as a
function of velocity (at constant current) is shown in the lower
portion of the figure. As a first approximation, the increase in
voltage with velocity may be associated with the larger deflec-
tions of the plasma which oceur as the velocity is increased.  The
relatively small changes in voltage observed at the lower veloci-
ties are consistent with the visual observations of the plasma,
Fig. 6.

The maximum arc temperature as a function of current (at
constant velocity) is shown in the upper portion of Fig. 15, and
as a funetion of flow velocity (at constant current) in the lower
portion of the figure. The increase in arc size with current,
previously noted, and the observed increase in temperature with
current are each consistent with analytical studies of coaxial
plasma (e.g., [17]). The relation observed between arc currvent
and velocity comes about as the result of the coupled interactions
of the effects of plasma area, arc cwrrent and voltage, and ve-
locity.  Reduction of the cross-sectional area (and arc volume)
would tend to increase arc temperatures (maintaining other
parameters constant). Further, as the velocity is inereased, con-
vective interchange is increased (maintaining other parameters
constant); this would compress the isotherms, effectively reducing
the cross-sectional area, thus resulting in an increase of local tem-
peratures. The relatively rapid decrease of the cross-sectional
area (characterizing the plasma by an isotherm, e.g., T = 9700 K)
with velocity (for U > 65.7 em/sec) suggests that this is a pri-
mary factor in the observed increase of arc temperature in this
regime. The relatively high temperature at zero speed probably
is the result of the opposing influences of a somewhat large crogs-
sectional area (tendency to rveduce temperatures) and the ab-
sence of through-flow (tendency to increase temperatures). The
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temperature at U = 41.7 em/sec probably represents a transition
condition.

Gonclusions

The experiments have shown that {orced convection (at con-
stant are current) exerts a profound influence upon the crossflow
or blown are.  As the velocity is increased, the isotherm distribu-
tions and cross-sectional shapes change from those associated
with the flow about a heated, blunt body to those about a heated,
highly streamlined body. At high velocities, forced convection
appeats to completely penetrate the entire plasma, i the sense
that none of the isotherms arve circular in shape. The cross see-
tion is clearly noncircular, with the major axis in the direction of
flow. As the velocity is increased, the major axis becomes
elongated and the transverse dimension is reduced.

Although the effect of increasing current (at constant velocity)
is to shield a central core region from the flow field, the isotherms
(and eross sections) do not generally become cireular at the higher
currents; this comes about as a combination of the influences of
the electrode jets, slight misalignments of the jets, electrode de-
sign, and veloeity.

The experiments indicate clearly that future analytical studies
of the crossflow arc must consider the azimuthal dependence of
the parameters.
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Multiple Scatter:
Theory With Experiment

In the solution of the transport equation for scattering media il is usually assumed that
the particles scatter independently, and thal polavization effects may be neglected.

Comparison of

The

validity of these assumptions has been here lested by measurement of the bidirectional

W. H. DALZELL

Assistant Professor.

reflectance and transmittance of suspensions of monodisperse polystyrene spheres
confined between lwo parallel glass slides, followed by comparison of the results with the
values predicted from theory.

For the range of conditions studied—particle diameters

of 0.106 and 0.530u, wavelengihs of 0.436p and 0.546y, and optical thicknesses of .25~

Department of Chemical Engineering,
Massachusetts Institute of Technology,
Cambridge, Mass.

Introduction

INTERES’I‘ in problems as diverse as the transmission
of solar radiation through the atmosphere and the cceans, the re-
flectance of pigmented swrface coatings, and the conductance of
powder or fibrous insulators has generated an enormous literaturve
on multiple scatter through heterogeneous media. Most of this
literature is devoted to the mathematics of solving the transport
equation, or to a comparison of rigorous solutions with approxi-
mations such as the two-flux method rather than to an experi-
mental determination of the range of applicability of available
theory.

This paper presents complementary experimental and theoreti-
cal studies of the radiative properties of unidimensional suspen-
sions of nonabsorbing but scattering spheres having perimeter-to-
wavelength ratios in the vange of practical interest and disposed
in layers of thickness embracing both single-seatter and multiple-
scatter phenomena. The transport equation used (see Appendix)
does not include the effects of polarization, allowance for which
would necessitate introduction of the Stokes parameters [1].0 1t
is further assumed that the values of the absorption and scatter co-
efficients and of thephase function can be determined from the far-
field single-seatter contributions of the individual particles with-
in a unit volume—contributions given for spherical particles
by the Mie equations [2]. This last assumption is justifiable

! Numbers in brackets designate References at end of paper.

Contributed by the Heat Transfer Division of THE AMBRICAN
BocieTy o MEcHANICAL ExciNenrs and presented at the Winter
Annual Meeting, Los Angeles, Calif., November 16-20, 1969. Manu-
seript received at ASME Headquarters, July 28, 1969. Paper No.
H9-WA/HT-44,
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3000—the agreement belween theory and experiment is excellent.

when any volume dv large enough to contain many particles is
still small compared (o the system dimensions and when the par-
ticles within dv are far enough apart to act as independent seal-
terers.  The objectives will be twofold; first, to test the validity
of the assumptions regarding polarization effects and independent
scatter and, second, to develop confidence in ability to predict
the radiative properties of a well-defined scattering system en-
tirely from theory. For the range of conditions over which the
assumptions hold, the radiative properties of a scattering slab
are defined entirely by the refractive indexes n, and n, of the
particles and the dispersion medium, the perimeter-wavelength
ratio wd /N where d is the particle diameter and A\ is the wave-
length (conventionally measured in vacunj, the number N, of
scattering particles per unit volume, the slab thickness L, and
the refractive index variation at the boundaries of the slab.
Previous attempts to compare experiment with theory include
those by Woodward [3] and Smart, et al. [4]. In both these
studies, the bidirectional transmittance of latex particles was
compared with values caleulated using the Hartel approximation
[5]. Good agreement between theory and experiment was ob-
tained for optically thin systems, but the agreement became pro-
gressively worse ag the optical thickness was increased. The lack
of agreement at large optical thickness is due to error introduced
by the Hartel approximation which, in the limit of an optically
thick medium, predicts that the transmittance of a nonabsorbing,
scattering slab approaches 0.5 rather than its true value of zero
[6]. An additional uncertainty is introduced in Woodward’s re-
sults by his neglect of the interface reflectance present in his
experiments, a problem which was recognized by Smart, et al,
and compensated for by a clever modification of their test cell.
No reference will be made here to the semiempirical two-flux or
Kubelka-Munk approximations since the effective seatter coef-
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ficients in these cannot be quantitatively related to the scatter
cross section and phase function of a single particle but can only
be determined experimentally.

Experimental Apparatus

Test Cell. The test cells were constructed from parallel
standard microscope slides cemented with epoxy resin to a lucite
frame. The cell faces were 5 cms sq, and the clearance between
the inner glass surfaces was varied from 0.05-0.20 cms. The
thickness of the slides was 0.15 ems.

Particle Suspensions. The particles studied were 0.106 and
0.530u dia polystyrene latex suspensions produced by the Dow
Chemieal Company. The particle diameters, determined from
electron micrographs, differed by 3-6 percent from the values
supplied by the manufacturer. The suspensions weve diluted
with delonized milliporve-filtered distilled water to the de-
sired concentration range. The exact concentration was deter-
mined after a multiple-scatter run by evaporating under reduced
pressure a known volume of the suspension and then weighing the
residue.

Light Scattering Equipment. The bidirectional reflectance and
fransmitiance were measured [or the case of normal incidence
only. The scattered radiation in this study is therefore inde-
pendent of azimuthal angle, and its directional distribution can
be obtained by a traverse in a single plane. The equipment con-
sisted of (@) a mercury arc and opties to produce an unpolarized
beam of 0.76-deg divergence and 0.12 ¢ms image diameter at the
sample cell, (b) an RCA 931A photomultiplier, and {¢) optics to
confine the received beam to 0.66-deg divergence angle. The
state of polarization of the scattered radiation was measured by
use of a Polaroid HN22 polarizer. The avea viewed by the collec-
tor along the normal was 1.6 c¢ms in diameter; it was made
larger than the irradiated area in order to collect all the energy
sceattered in a given direction. Details of the equipment may be
found in reference [7].

Mathematical Formulation

Determination of Scatter Coefficients. The Mie equations were
used to evaluate the scatter cross section (', and phase function
for the different values of wd/(\/n,), where (A/n,) is the wave-
fength in the aqueous dispersion medium, and for a refractive
index ratio equal to n,/n,, that of polystyrene to that of water
at the wavelength in question. (2’s were interpolated from values
in reference [8].) The scatter coeflicient K was then equated to
N, C,. Polystyrene is nonabsorbing in the visible, and the ab-
sorption coefficient is thevefore zevo. In order to simplify the
solution of the transport equations the phase functions p(©) cal-
culated from the far-field Mie equations were fitted by Legendre

Np =159 -161

- o)
e} @) o O
0o O 4
© o o .
© o o
O o ©O
Ny =134

Fig. 1 Traces of contributions to reflectance and transmittance by beams
that have been scattered once

polynomial series, 6 and 14 {erms being used for the 0.106u and
0.530u particles, respectively.

Solution of Transport Equation. T'he iransport equation was
solved by the method of discrete ordinates (diserete conieal
sheets for polar symmetry) maodified to allow for the double re-
fraction and multiple reflection occurring at the glass interfaces
of the test cell, Fig. 1.

General descriptions of the method are available in the litera-
ture [1, 9-11]; a summary of the method and & description of
the treatment of the two-step change in refractive index at the
houndaries are diseussed in the Appendix. Based on the results
[10] of an earlier study of the effect of number of ordinates on the
accuraey of the calculated transmittances and reflectances, the
scattered radiation from a volume element containing 0.106u
(0.530u) particles was assumed to be concentrated into 20(40)
discrete conical sheets.

Results and Discussion

Single Scatter. Previous investigators have observed diserep-
ancies between the effective seattering diameters of particles and
that observed in electron micrographs [12].  Single-seatter
measurements were therefore performed to check the particle
diameters in the particle suspensions as received.  The measure-
ments on optically thin suspensions of particles in a eylindrieal

Nomenclature
a; = weighting factor in Legendre N = number of abscissas used in in- v = volume
polynomial series tegration formula w; = weighting factor in integration
(', = scatter cross section of a particle N, = number of particles per unit vol- formula
d = particle diameter ume # = angle between scattered and in-
() = Mie scattering  coefficients; p(6B) = phase function, normalized in- cident heam, polar angle
i1(0), perpendicular  com- tensity distribution for single 6 = angle between reference beam
ponent; (), pavallel com- seatier and inscattered beam
7 ponen? fici | Pi{u) = kth Legendre polynomial A = wavelength measured in vacuo
U, = attenuation coefhicient due to . . .
’ ) <(-%t£er PVC = percent volume concentration of p = reflectance of water-glass-air in-
! lll/ ’(tl" 1 particles terface system, py = reflec-
. = slab thickness C. . .
. 3 ) . v cal tivity of water-glass interface
m = number of terms in Legendre @(8) = scatter energy flux at angle ¢ - BLORIASS L
. . i R = hemispherical reflectance. R, = p: = reflectivity of glass-an
polynomial series ? = hemispherical reflectance, Rp =  erface
N . . . e ATTY I i &
n = refractive index of medium rela- diffuse component of hemi . ¢ ol |
; eflectance = cosine ar angle
tive to vacuum, n, = refrac- spherical reflectance CosIne oI poiar angle
tive index of particle, n, = 7" = hemispherical transmittance, Ty 7 = optical depthin mean free paths,
refractive index of aqueous = diffuse component of hemi- n= KL

phase of dispersion
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spherical transmittance Q =

solid angle
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Fig. 2 Mie scattering coefficients, i | (6) and i||(§), for 0.106y dia spheres.
Upper pair of curves, N\ = 0,436y, n,/n, = 1.19, wd/(M\n.) = 1.024;
lower pair, N = 0.546y, n,/n, = 1.20, 7d/{\/n,) = 0.815. Data points
experimental results, solid lines theoretical.

cell were corvected [13] for reflectance at the cell walls and then
used to caleulate the Mie scattering coefficients, 7 (0) and #j(8).
These are so defined that, for an incident beam of unit intensity
and small divergence, the rate Q(f) at which energy is scattered
into a small solid angle about 8, per unit solid angle of the incident
and scattered beams, is given by

QUO) = (1/2)(\/2m)2(i 1(0) + 41(0)]

The values of 4 () and () caleulated from the scatter mea-
surements are compared with the predictions of the Mie equations
in Figs. 2 and 3 for the two particle sizes (d = 0.106 and 0.530u)
and the two wavelengths (A = 0.436 and 0.546u) studied. The
agreement between theory and experiment is considered to be
good, the small discrepancies resulting from a combination of the
following factors:

1 The spread in particle sizes. .

2 The finite bandwidth of the monochromatic filter (65A at
half-peak transmission).

3 Finite source (0.76 deg) and collector (0.66 deg) angles,

4 Any difference in the effective diameter for scattering and
that observed in electron micrographs.

Journal of Heat Transfer

5 Spurious scatter introduced by the apparatus, which be-
comes significant in the angular regions in which the scattered
inteusities are very low.

Estimation of the errors introduced by the different factors
indicates that the spread in particle sizes (factor 1) is largely
vesponsible in this study for the deviations between theory and
experiment. (Failure to have adjusted the particle size from that
reported by the supplier to that given by the electron microscope
would have produced unacceptably large deviations.)

Multiple Scatter. Measurements were made of the directional
distribution and state of polarization of scatter by nonabsorbing
particles for perimeter-to-wavelength ratios of 0.81-5.1 and opti-
cal thickness K,L(==r) of 0.25-3000; the fixed parameters were
particle refractive index (1.59-1.61), refractive index of the dis-
persion phase (1.34), and the refractive index of the confining
glass slides (1.5).

Polarization effects were found to be small, as illustrated in
Fig. 4, in which the components of polarization of the bihemi-
spherical transmittance and reflectance ave presented for the case
of normal incidence for two optical thicknesses. (An abscissa
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Fig. 4 Components of polarization of bidirectional reflectance and fransmittance of polystyrene

latex: L = 0.147 ems, A = 0.4364.

Bottom figure, particle diameter d = 0.106y, percent

volume concentration (PVC) = 3.48 X 1073, 7y = 2.80. Top figure, d = 0.530y, PVC = 1.40 X
1074 71 = 1.091. Data points experimental results, solid lines theoretical,
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wd/(Nng) = 5.12.

of sin? 35 selected to give equal-area weightings to equal energy
increments.)  Theoretical values, containing no adjustable
parameters but based on the assumptions that polarization ef-
fects may be ignored and that the particles scatter independently,
are shown as solid lines; they can be seen to constitute an excel-
lent representation of the experimental values. These results
support the conclusion that polarization effects need not be in-
cluded in the calculations of radiative transfer in the presence of
multiple scatter.? The minimum distance of separation between
particles here is evidently large enough to satisfy the criteria for
independent scatter, which are tentatively suggested as clearances
between particles exceeding 0.3 wavelengths [13] and clearance-
to-diameter ratios exceeding 0.4 [13, 14]. The consequences of
closer spacings between particles will appear in a later paper.

Additional evidence of the good agreement to be expected be-
tween caleulated and measured values of the energy scatter is
presented in Fig. 5 which includes results for two values of wd/\
at each of three optical thicknesses. It is to be emphasized that
the theoretical development here, unlike the two-flux method,
contains no adjustable parameters.

A summary of the results of the integrated diffuse components
of rveflectance R and transmittance 75 (excluding the energy
spikes along 6 = 0 deg and 180 deg) is shown for a particle
The

diameter of 0.530u and a wavelength of 0.436u in Fig. 6.

2 T'wo polarization effects, however, are noticed in the results.
The greater magnitude of the perpendicular than the parallel com-
ponent, which is so noticeable when the optical thickness is vanish-
ingly small (see Fig. 2), is still ohservable though small at an optical
thickness of 1.09 (Fig. 4, top half) if observations are made at small
angles . But atlarge angles (sin?8 = 1; § = 90 deg) the perpendicu-
lar component is exceeded by the parallel one because the boundary
internal reflectance for the latter component is less.

Journal of Heat Transfer

Data points experimental resulis, solid lines
Bottom family, A = 0.436p,

data points correspond to the measured values; nonscattered
contributions to R and 7" are omitted from both measured and
caleulated values. The contribution 75 to the total transmit~
tance is seen to go through a maximum at an optical density of
about 3. Similar agreement between experiment and theory was
obtained for the other particle size and wavelength studied but
agreement would have been poor if allowance had not been made
for suspension-glass and glass-air interfaces [10] which trap
radiation scattered to angles of total internal reflection.

The foregoing generalizations on the relative unimportance of
polarization effects in multiple-scatter problems were based on
results that encompassed the entive range of optical thickness of
interest and a wd/\ range of 0.81-5.1. From consideration of
the state of polarization for single scatter, it is expected that,
polarization effects will decrease with increasing pariicle size;
consequently, the generalization of this study can be extended to
larger particles but there is question as to their validity for
wd/N's smaller than 0.81, In order to estimate the error in the
limit of very small particles, the exact caleulations by Coulson,
et al. [16], on Rayleigh scatterers (wd/A < 0.3) have been com-
pared, for an optical thickness of one, normal incidence, and no
reflection at the boundaries, with caleulations in which polaviza-
tion effects were neglected. Fig. 7 shows the differences be-
tween the bidivectional transmittance and reflectance obtained
with (solid line) and without allowance (dashed line) for polar-
ization; however, the mean transmittances and reflectances as
given by the areas under the curves are essentially equal for the
two cases. Thus, under the most extreme conditions, the dif-
ferences between the approximate and more rigorous analysis
is seen to be vestricted to the directional distribution of the
energy transferred and not to the total amount.
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Conclusions

The radiative properties of particle suspensions in which the
clearance between particles, assumed uniformly distributed, ex-
ceeds 0.3 wavelength and in which the ratio of clearance to
diameter exceeds 0.4 may be calculated with confidence from
theory. The Mie equations provide the single~scatter character-
istics and the solution to the transport equation yields adecuate
allowance for multiple scatter. Polarization effects can generally
be neglected.
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APPENDIX

Formulation of Transport Equation and Boundary Conditions

10, 1940, pp. 141-143

The transport equation is formulated for the scattered radiation
component only, with the contribution from the attenuated
boundary-incident flux treated as an energy source term. On
this basis and for the conditions of the present study—plane
parallel dispersions, conservative scatter, normal incidence of
primary beam, and interface reflection—the equation of transport
takes the form

Al (r, u) I
R wf (7, u')f p(O©)dydp’
dr 27 -1 2
(a) (b)

(1 — ple™7 p(d)
- pe T Am

(¢)
L Pl p)e= O p(180 - )
1 — peTm dqr

()
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where [ (7, u) 1s the intensity of seattered radiation (i.e., exclu-
sive of the transmitted component of the radiation inecident on
the boundaries) at an optieal thickness 7 and an angle 0 with
axis, u = cos 8,0 is the angle between the reference beam and a
s:condary beam of intensity [ (7, u’) that is partially scattered
into the reference beam; ¢ and g’ ave the azimuthal angle and
the cosine of the polar angle associated with the secondary beam;
71 1% the optical thickness of the entire slab; p is the overall re-
flectance of the air-glass-waler interface system, including multi-
ple reflection within the glass slide. The term on the left-hand
side of the equation is the rvate of change in intensity with dis-
tance, those on the vight represent (a) the attenuation due to
scatter out of the reference beam, (b) the contrvibution, by scatter
into the reference beam, from heams that have been seattered
one or more times, (¢) the scatter into the reference beam out of
the attenuated components of the incident beam, including the
multiply reflected components, that arve directed along the posi-
tive w-axis, and {(d) the scatter into the reference beam of the at-
tenuated components of the incident beam that arve directed
along the negative z-axis.  Replacement of the phase function by
o m-term Legendre polynomial, integration over azimuthal
angle, and division of the radiation field into conical streams in
the divections g, yields N linear ordinary differential equations
of the form

1 m
+ N Zl w (7, uy) /Zl ayP ()P ()
i= =
(1)__ ple™7 gk])k<@

1 — pe™i &~ Arw

1 — prem L A

e Y

where w; represeuts the weighting funection associated with a
particular integration formula, and Py, () is the kth term in the
Legendre polynomial series description of the phase function.
The boundary conditions are given by

IO, uy) = pupI(0, —p,)
Iy, —p) = plu)l (T, py)

Journal of Heat Transfer

where p(u;) is the reflectance of the water-glass-air interface for
the direction (g;) in question; p(y;) is unity for angles of total
internal reflectance. The water-glass-aiv interface reflectance
p can be expressed in terms of the reflectivities py and ps of water-
glass and air-glass interfaces.

_Pp 2o,
I - o2

where p; and p. are obtained from Fresnel’s equation:

1 (n2 — sin? )% — cos87]2
PPy =
pror p: 2 (n? — sin? N2+ cos b

Intcos § — (n? — sin® 0)/2]2
, |

i . NV
n?eos 8 4+ (n? — sin® )72

where for the water-glass interface n equals the ratio of refractive
indexes of water and glass, and 8 is the angle with the normal made
by the beam in the water phase; and where for glass-air interface
n equals the ratio of refractive indexes of glass and air, and 8 is
the angle made with the surface normal by the beam in the glass
phase. The refraction of the beam across an interface is given by
Snell’s law

ng sin By = ny gin 0,

The solution of the set of simultaneous equations with the
foregoing set of boundary conditions introduces no difficulty in
principle; special attention, however, must be taken to prevent
roundoff errors from accumulating for the cases of large values
of the number of ordinates N or the optical thickness 7.

The unscattered contributions 7', and R, to the integrated
system transmittance and reflectance are given by

3 El — p)e—

- 2

lrud
i

I — pl™
and

R, =p(l + Te™™)

To these must be added T'p or R, (see Fig. 6) to obtain the
total transmittance or reflectance.
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Effects of Gravity and Size Upon Film
Boiling From Horizontal Cylinders

The vapor removal mechanism during fibm boiling on horizontal cylinders has been
observed over an 81-fold variaiion of gravity and a tenfold variation of radius.
measurements are the basis for an assessment of prior predictions of wavelength. .1

These

significant low-gravily lranstlion point in the vapor removal mechanism is identified

and explained.

and the mininim heat flus.
both size and gravity.

Introduction

Tms paper will report the first results of a NASA
supported study of boiling under variable gravity. -In it we
shall present new data to test previously predicted bubble de-
parture wavelengths during film boiling on horizontal eyvlinders.
This data will embrace a much higher range of size and gravity
than earlier data have. We shall also consider the minimum
heat-flux prediction that depends upon this wavelength,

In 1963 Lienhard and Wong [1]% developed expressions for the
behavior of film boiling on horizontal eylinders.  On the basis of
an assumed interface configuration shown in Fig. 1(«) they
<howed that the frequency of bubble departure was the following
real number,* (iw):

ke ok 2
Pq [ : 2] <1)
2p, + pRE

(iw) = [kg Pr = Ps
pr Py Pyt By

and they predicted that the dominant wavelength, \,, during
film boiling could be obtained by maximizing this frequency.
The result was:

9Py = Py 1
J o * 2R?

! This work was supported under NASA Grant NGR/18-001-035.

2 Present address: Research Assistant, Mechanical Engineering
Department, University of California, Berkeley, Calif.

8 Numbers in brackets designate References at end of paper.

4 Kxplanations of symbols not defined in context will be found in
the Nomenclature section.

Contributed by the Heat Transfer Division and presented at
the Winter Annual Meeting, Los Angeles, Calif., November 16-20,
1969, of TEr AmericaN Sociery or MECHANICAL ENGINEERS.
Manuscript received by Heat Transfer Division, September 16,
1968; revised manuscript received June 9, 1969. Paper No. 69-
WA/HT-12.
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“Best” formulas are recommended for the prediction of the wavelengih

These depend upon « single purameter which represents

INTERFACE WITHOUT WAVES
ON THE BOTTOM

(o) ASYMMETRICAL

(b) SYMME TRICAL

R+b
R
(R+2a)+b
INTERFAGE

Fig. 1Z Possible configurations of the liquid-vapor interface around
horizontal cylindrical heaters during film boiling

Finally, they showed that by paraphrasing Zuber's [2] and
Berenson’s [3] arguments they could use equation (2) as the
basis for a prediction of the minimum boiling heat flux, gmin.

e ?;ph/ o Pr — Py
mm:mmwmm{ViJJ 99 B Do
¢ ) 2 R L0+,

o+ —U‘~:|1/2 [&L:_LG) o+ L:l——a/é I3
(0y + Pl o 21 v

where ‘the constant 0.515 was obtained experimentally using
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seven data points for isopropanol and the factor 0.09 is Berenson’s
constant.

The following transformations will put equations (1), (2), and
{3) into convenient dimensionless form: We first introduce s
dimensionless wavelength,

A= N/ Ay (4)

where Agp is Bellman’s and Pennington’s [4] value for a flat

plate,
2 \/ 3w
Aip = = T (5)
\/45&.:,@2
a

We next introduce a dimensionless frequency,

Q= iwlo/g*(p; — p,)]"* (6)
and we finally introduce a dimensionless radius,

R'==R/[o/g(p; — p)]"/? @)

In effect, R’ compares heater radius with the wavelength, \up
and its numenml value is 2+/37 when they arve equal to one
another.  The square of R’ is like a “Bond number” and it
serves to compare the gravity forces removing bubbles from a
heater with the surface forces that hold them on. Since such
dimensionless groups as R’ and R’? have been used by Lord
Rayleigh and by Laplace before him, they practically have
their roots in antiquity. We shall simply eall R’ the dimension-
less radius and honor only its present application.
Under these transformations, equation (1) becomes

[
©

1 [ ! pr—p
Q= — ——— L (la
'\/31\L\V { + 2R 31\1,\\’2} {P/ + p, )
where in the present applications (p; — p,)/(p; + p,) =1 in all

cases. Dquation (2) becomes

b = g
LALW Ii/z + 1/2

where the subscript LW has been introduced to distinguish the
Lienhard-Wong results from those of other authors we wish to
Equation (3) becomes

(2a)

consider,
Gmin = 0.515 ([minpf(13/> (3(L>

where gminy 15 Berenson’s flat plate value

Guoing = 0.09p,h,, [Ui(ufﬁ]% (8)
oy + p,)?
and
18 s
) = | ) v

Data [1] in the range of dimensionless radius, R’, from 0.017
to 0.25 showed that equation (2a) predicted wavelengths about
25 percent too low. In the discussion of [1], the authors pointed
out that this could probably be improved by including b in the
calculation. Two subsequent attempts were accordingly made
to improve the accuracy of equation (2a¢). The first was by
Siegel and Keshock [5] who assumed that the interface was
shaped as shown in Fig. 1(b)* instead of Fig. 1(a), and who
retained the minimum blanket thickness, b, in the equation.

They obtained
Ask = \/z" n (1 bR

It is a simple matter to modify equation (2¢) for a finite vapor
blanket. We need only to increase R to (£ + b) in equation (2)
and earry out the nondimensionalization. The result is

A i (14 2) = i
A R )T Nre R0+ Ry

While Siegel and Keshock did not evaluate b or make ex-
perimental comparisons, Baumeister and Hamill [6], succeeded
in deriving an expression for b two years later. They used an
assumption that the heat transfer must be maximum, subject to
appropriate constraints, and their configurational assumption
differed radically from those proposed in Fig. 1. Instead of
taking the interface to be wavelike they imagined a sequence of
spherical domes connected by annular passages.  They obtained

A 2 (V14 6R™1 + bR} - 11
; _ e
BH T 1 \/p/z(l + h'R)?

Their analysis also permitted them to compule

(0

{ty

(14 b/R);

5 This point might not be entirely clear in reference [5] which in-
cludes hoth the left~-hand sketch in Fig. 1(a) along with the right-
hand sketch in Fig. 1(b). The analysis in [5] is based on Fig. 1(b),
however,

t o
Nomenclature
a = amplitude of wave duwring M = molecular weight A, Apr dimensionless “most suscep
film boiling p = pressure Arwy = tible’” wavelength, A /Adp-
.. - . .
L : : p, = critic ressure Asxk bseripts denote predic-
b = minimum thickness of vapor p, = critical pressure dsx h,n seripts denote p1.e(11(
blanket during film boiling p, = reduced pressure, p/p. tions by  Baumeister-
slanket during film boiling ’ N e . . .
® = Parachor, Ma/*/(p; — p,) Hamill, Lienhard-Wong,
¢, = constant volume specific heat ¢, gmin = heat flux; subseript min de- and  Siegel-Keshock, re-
of vapor notes the minimum boiling spectively
g = acceleration of a body in a heat flux A = observed wavelength during
) force field Gminp = Zuber’s predicted minimum film boiling
lerati [ a body i heat fux for a flat plate Ay = most susceptible wave-length
g. = acceleration of a body in an . ..
ge = 8 ”‘ 1‘ v 6 CI 0 (Gmin)r = reduced  minimum  heat during film boiling
carth-normal gravity fielc 5
ea al gravity fluxes, gmin/o Nar = A\g for a flat plate, (2+/31)
hy, = latent heat of vaporization 151/’ = r{}dius (;)f :; (3ylindr.ical 1[1)(33’001‘ a/glo; — py)
! = dimensionless radius = anturat o .
hp,t = corrected latent heat; see v CGILENSIONIes 1/12‘1(11“51 t/lo/ Py Py = satlnatleq Tiquid a}ui vapor
equation (14) 9(ps = p,)l densities, respectively
) . R = theideal gas constant ¢ = surface tension
i==1 T, = eritical temperature i = viscosity of vapor
k = thermal conductivity of va- AT = heater temperature minus Q = dimensionless frequency,
cndripats ey b1 e a 1
por; or wave number, saturation Lempem%ule wilo /g3(py — pH1
2w /A, (identifiable by con- a = correlation factor, ¢'/ip.(®/ w = frequency of wave (imagi-

text)
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Fig. 2(a) University of Kentucky gravity boiling facility (showing test
capsule in access doorway on left side)

Fig. 2(b) Test capsule (showing test heater in center over 1-in, marker)

Fig. 2 Apparatus

(L + b/R) = exp {3.65[kpAT/Rp,oh,,*]"/1} (13)

where fi;, " is a latent heat that includes a sensible heat correction

) 0.34¢,AT7]2
by = [1 + ”“”“]L;/"“J hsq

Txperimental observations of the film boiling process are now
needed fo facilitaie a judgment of the preceding expressions for
A, and to identify any limitations on these expressions, We
shall return to the theory after having presented the results of
such observations.

(14)

Experiment

Boiling was observed in saturated acetone, methanol, and iso-
propanol in both centrifuge and stationary tests. The centrifuge
and the test capsule used are shown in Figs. 2(a) and 2(b), respec-
tively. Full details of the experiments and a description of the
apparatus are given in reference [7]. The data reported here
were all observed on nichrome wires ranging from 32 to 12 gage
in size mounted horizontally (i.e., perpendicular to the gravity
field). CGravities, g, ranging hetween 1 and 81 times earth normal
gravity, g,, were imposed upon the wires and wavelengths were
observed photographically.

About 233 data photographs—several for each data point—
permitted us to measure wavelengths for over 50 conditions of
gravity and radius. These wavelengths, although measurable
with an accuracy of about 3 percent, exhibited wide variability.
Although most of them were obtained in acetone, several observa-
tions in methanol and isopropanol were included to insure that
other fluids obeyed the same governing equations.

The heat flux was arbitrarily regulated to some value well be-
low the peak and hopefully not far above the minimum. We
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found that, although Lienhard and Wong observed no effect of
heat flux upon A in the range ¢/quin < 4, 1t was possible to distort
the wave action and increase the merging of adjacent bubblex
at higher heat fluxes. This is consistent with the studies of Nixhi-
kawa, et al. [8], who observed, not A, but the spacing of bubbles
leaving wires in water over an eightfold variation of ¢ up to the
vicinity of the peak heat flux, at £’ = 0.14. They found that
bubble spacing increased about twofold in this range.

Fig. 3 shows six typical photographs of film boiling under a
variety of conditions, arranged in order of increasing R'.  Let
us consider what we see in each of these:

Fig. 3(a). Careful scrutiny of motion picture records in the
R’ range typified by this picture shows that the Taylor unstable
wavelength briefly appears in the interface in the wake of de-
parting bubbles. It is much shorter than the spacing between
the bubbles on the wire and it very quickly merges into these
bubbles. Since the bubbles must grow quite large by successive
mergers before they have enough buoyancy to overcome the
capillary forces that hold them to the wire, the bubble spacing
is much larger than A, We shall refer to this vapor removal
process, which ean be made out in Fig. 3(a), as the “bubble-
merger” mechanism. Gravity exerts little influence on the
interface, and Fig. 1(b) might possibly provide a more apt de-
ption of the interface than Fig. 1(a).

Fig. 3(b). The Lienhard-Wong desecription fits almost perfectiy
here. Transverse surface tension, axial surface tension, and
gravity are all in good balance. Vapor removal is accomplixhed
by the orderly growth of Taylor unstable waves and their subxe-
quent collapse Into departing bubbles. We shall subsequently
refer to this as the “wave-collapse’’ mechanism of vapor removal,

Fig. 3{c). The radius is smaller than in 3(b) but ¢ is larger and
the resultant R’ is somewhat higher than in 3(b). The heat (lux
is much higher than quix and, while a wave pattern is clear, the
wavelength varies along the length of the wire.

Fig. 3(d). The next value of R’ is obtained by subjecting a
small wire to a high g. -The wave pattern is again clear and
faithful to Fig. 1(a), but it exhibits almost 2 to 1 variability.

Fig. 3(e). For a value of R’ almost equal to unity, the reluative
diminution of transverse surface tension results in a deterioration
of the form of the wave pattern.

Fig. 3{f) The shaping effect of transverse surface tension is
almost wholly lost in this case and our estimates of wavelength
had to be made mainly from the spacing of departing bubblex.

3¢

The wavelength data are presented graphically in dimension-
less forms in Figs. 4 and 5. A tabular presentation of the raw
data is included in reference [7]. Fig. 4 also includes the low
R’ results from Lienhard’s and Wong's stationary tests. The
reader should remember as he scans Figs. 3, 4, and 5, that while
A increases monotonically with R/, N does not. Fig. 3(d), for
example, corresponds with a large A, even though A is low at this
high gravity.

On the basis of the photographic results, we find that the
Lienhard-Wong description is quite valid in the range 0.12 <
2 < 0.9, but that it deteriorates in the range 0.07 < R’ < (.12
For R’ < 0.07, the bubble-merger mechanism is completely in
control of vapor dynamics,

For R’ > 0.9, the orderliness of the analytical model no Jonger
exists in reality. Secondary wave motions and misalignment
tend to disrupt the pattern. Fig. 1(e) appears to give only
a reasonable first-order description of what is becoming au in-
creasingly complicated phenomenon at larger R’. IHowever,
we were able to discern ragged waves up to R’ > 2.5 and the
Taylor theory still appears to account for the magnitude of these
waves.

There is some evidence that the limiting value of A, as given
by equation (2), namely, Ay, 1s approximately correct for even
larger R’. Pomerantz [9] measured heat transfer coefficients
during the film boiling of Freon-113 on 3/i-in-dia tubes, under
variable gravity. He also gave three ranges of bubble spacings
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0.905
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Fig. 3lf) g = 26ge R = 0.0200 in,, acetone, ¢ = 60,000 Wh R’ =
1.64

Fig. 3 Vapor removal configuration for six typical cases of film boiling, in order of increasing R’

(which probably approximate Taylor wavelengths at his large
"= and relatively low heat fluxes). They reduce to

MR =
AR = 4.55)

2.27) = 0.5 to2.32

0.59 to 1.0

I

AR =5.9) =0.65t01.18

All three of these values scatter widely about A = 1, or Ay =
Ayp. He also elaimed an average value of A = 1.1 for his bubble
spacings, which is counsistent with the trend of our wavelength
data. The early photographic study of Westwater and San-
tangelo [10] provides one very clear photograph of methanol in
film boiling on a horizontal tube from which we have obtained

AR = 3.03) = 0.80 to 1.1

This also corroborates the trend at large These results are
all probably low by a small but unknown amount because of
loreshortening, since the waves no longer align in the axial plane

Analysis of Wavelength Results

Let us first consider the three predictions of A: equation
(2a) or (11), equation (10), and equation (12). We have evalu-
ated (1 4 &/&) on the computer for acetone, using equation
(13). Tortunately, this expression is only very weakly dependent
wpon A7 in the ranges of interest. Thus we were able to assume
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AT =~ 600 deg I' with the knowledge that an error of 2 or 3
hundred degrees would not seriously change the predicted value
of (1 + b/R). Since this computation is probably not very
precise, it should only be viewed as indicative of the influence of
b.

-Fig. 6 shows Avrw, Ask, and Apn together for eomparison.
The contribution of the vapor blanket thickness is slight in this
case, as ilustrated by the slight difference between the Apw
curves including and neglecting b, The Ask and Asm curves
both fall beneath the ALw curves and, as we ean see in Fig. 5,
the data fall on and above Apw.

Thus Ask is probably based upon an erroneous description
of the interface—at least in the range B’ > 0.07. A more de-
tailed discussion of A in the range £’ < 0.07 will be deferred until
later in this paper. The fact that the Baumeister-Hamill result
is s0 low probably reflects the comparative crudity of their model
for the configuration. They solved a much more complete over-
all heat transfer problem and had to make stronger simplifying
assumptions.

The broad variability of the wavelength data in Figs, 4 and
5 is explainable if we keep sight of the basic assumption under-
lying the prediction of both Aprw and Askx.  This is the sup-
position [hl A s equal 1o A, the waveler wth for which the
hequen(\’, {2, of oscillation is & maximum. ¥ig. 7 shows a plot
of € against A, based upon equation (la). -l‘his plot shows that
the relationship is almost neutrally stable over a broad range of
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Fig. 4 Experimental wavelength on horizontal cylindrical heaters—low
R'range

A. The narrow range of frequency, £ > 0.9 Qs corresponds
with 0.75 Arw < A < 1.60 Apw.

The implication is that there is a broad band of frequencies
favored almost equally with Qn.x.  We should therefore erpect
to measure wavelengths in the range of, say, 0.75 Arw to 1.6
Avw. The choice of 90 percent is of cowrse arbitravy, but the
use of this band in Fig. 5 appears to match the observed vari-
ability of data quite well.
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Fig. 5 Experimental wavelength on horizontal cylindrical heaters—~high
R’ range
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The Minimum Heat Flux

Squation (3e) can be put in the following dimensionless form
using the corresponding-states correlation of Lienhard nud
Sehroek®[11]:

Jmin

T = <(Imiu)r = O.Slv”)(({minp‘)r.ﬂ[f,) ‘I'.))
(4

where (gming)r is a funetion of reduced pressure, p, = p/p,, only.
The parameter « is a characteristic of the boiled liquid, and it
has the following form™:

o @ 8Mp, \'/*
C=9Pe 3 \ 3R,

We wish to use equation (15) as a correlation in the following
form:

(1)

{Gmin)r R
o = (Qmingp)r
0.515 (k") (gmine)

(130
This form of equation (3) should make it possible to check the
equation by normalizing cylinder data for thermodynamically
similar fluids onto a flat plate representation,

Before we do this, it is well to consider a serious experimental
difficulty in obtaining ¢umia for horizontal cylinders. References

5 The use of such correlations is treated at greater length in [7,
12-14].

7 Some authors have inferred that the factor, 8/3, in « means that
« is somehow tied to van der Waals’ equation. This is not really the
case since this constant could just as easily be eliminated for correla-
tive purposes, With the factor of 8/s included, one can multiply «
by Berenson’s constant, 0.09, to get a kind of van der Waals' guin,-
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Fig. 8 Reduced minimum heat flux, normalized to flat piate values, as a
function of reduced pressure

1,7, 11, 12] refer to the difficulties of eliminating end effects
which cause the film-to-nucleate boiling transition to oceur at
heat fluxes above the true qmin. Very recently, Kovalev [15]
devised an experimental trick for determining the true gmin.
Ife bent the ends of his horizontal cylindrical heater 90 deg into
the vertical position and led them out of the bath. In doing
~0, he completely removed the end effect problem and obtained
what might be the most reliable ¢min data in existence. The
results are lower than other gmia data that have been reported
nt the same conditions.

Fig. 8 presents data for various horizontal cylinders from
references [1, 11, 15]. These are compared with the Berenson-
Zuber flat plate prediction for a variety of similar fluids. The
l3erenson equation would fall on a single line if the thermody-
uamic similarity of the fluids were perfect. The spread of the
band occupied by these fluids gives a rough idea of the validity
of the law of corresponding states in this application.

The data of Lienhard and Wong, for a single p, but for a range
of R', all fit onto a single point because they are all consistent
with the function f(R’). The point in turn normalizes directly
onto this curve because these are the data upon which the
constant in the normalization was evaluated. The earlier data
of Lienhard and Schrock were measured with somewhat less
care given to avoiding end effects; hence they are higher.

A best curve through Kovalev’s data, and consistent with
equation (15a), would be given by equation (3) with the con-
~tant {(0.515 X 0.09) reduced to about (0.332 X 0.09) or,

gmin = 0.332 gminpf(R") U7

This expression would fall a little below the data in the low p,
range but serves very well for p, > 0.01.

Unfortunately, Kovalev's experiments cast the same kind of
ugly light upon gmin measurements that the early surface rough-
ness experiments of Corty and Faust [16] cast upon nucleate
boiling. The problem of making practical predictions becomes
swamped by a capricious system variable in either case. Ae-
curate predictions of gmin on horizontal cylinders cannot be
made for practical configurations without knowing how vapor
entrapment and cooling at the supports affect the transition.
It is for this reason that we have not presented additional centri-
fuge data for yet another end mounting.

The Radius Range, R’ < 0.07

A mechanism can be established for the transition that marks
the smallest radius for which Taylor-unstable waves collapse and
release bubbles. We have already noted, from photographs,
that when R’ < 0.07, bubble-mergers completely control vapor
removal.  An additional study of several photographs reveals
that bubble departure takes place roughly as shown in Fig. 9.
The radius, A/16, shown iu the sketch appears to be character-
istic of this configuration.

This sharp corner can exist as long as it is not opposed by
an equally strong countercurvature of the interface around the
cylinder.  But for small wires the countercurvature will prevent
the corner from indenting inward and nipping off the bubble.
At this point the departing bubble will have to spread out before
it can depart, and merge with its neighbors if R is sufficiently
small.

It is now possible to compare A\/16 with the radius of the wire
at the observed transition from the wave-collapse mechanism
to the bubble-merger mechanism.

2 > 0.07 for wave-collapse mechanism (18)
or
R 0.07
— 2> —= = 0.00644
Nap T 24/ 3w
but
A [ oo
= = 4/ = 0.0986
R P 0.07% + 1/2

Therefore condition (18) takes the form

R 000644 1
N, T0.0986 153

which corresponds very well with photographic ohservations.

Fig. 9.

Journal ofiiHeat Transfer

Schematic representation of observed bubble departure configuration during
film boiling
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The problem of developing o deseription of vapor removal
from small eylindrical heaters in film boiling at low gravity re-
mains to be done. So too does the prediction of gmin. When
they are accomplished such analyses will focus upon a force
balance between surface tension and buoyancy. They will not
he based upon considerations of Zuber’s capillary waves.

Gonclusions

I The best prediction of A that we presently can make is

Uy N T

\11’"3 + 1/2(1 + b/R)?

where (1 -+ b/R) can best be estimated at present using ecquation

{13).  The variability of actual data will be somewhat less than

+60 percent and —25 percent because the wave motion ap-
proaches neutral stability over this range.

2 Tt ig not relevant whether A is changed by varying, R, ¢,
or the liquid being boiled. The single parameter, R’, correctly
aceounts for all of these effects upon A,

3 Our best prediction of the absolute minimum guin for
horizontal evlinders is

an

S
Guin = 0.030 { pbs, 4oy -—»piv—mpv”-;,} TR
. (p; + py)?
The constant, 0.030, replaces Lienhard’s and Wong's value
which would be 0.0466 in this formulation The constant is
extremely sensitive to end conditions on the cylinder and might
rise to over twice this value for incautious mountings.
4 As R' drops below 0.07, conelusions 1 and 3 become in-
creasingly inapplicable because the wave-collapse mechanism
gives way to a bubble-merger mechanism.
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Profile Development With Mixed Convection
in a High Prandt! Number Fluid

The paper deals with entry-length conditions for transformer oil in vertical laminav
flow through a uniformly heated duct allowing for clhanges in density, viscosity, wnd
thermol conductivity.
Prandil wumber fluids and assumes a series of truncated lemperature profiles.

The calculation method uses a fundamental property of high
Calcu-

lated wall mean temperature rises have been verified experimenially for « simple case.
Local and mean Nusselt numbers have been derived and an empirical correlation relat-

tng mean and lWmiting Nusselt numbers wpplied.

The analysis includes evaluation of

the free-convective component of pressure head which causes flow and distinguishes this
Sfrom free-convective effects within the duct.

Introduction

USING the Clark and Kays [1]2 concept of limiting
for fully developed) conditions in a convecting duet with uniform
will heating, one can evaluate limiting velocity and temperature
profiles for oil in laminar flow allowing for the effect of variable
physical  properties  [2, 3], Relatively complicated  thermal
sv-lems may be analvzed [2,4].  In practice, however, limiting
conditions oceur only (if at all) over small fractions of duet
lengths.  Thus a method for computing entry length conditions
ix needed. This is especially true for fluids with high Prandtl
munber, Pr, defined:

P
Pr=— (1)
o
where v and « are kinematic viscosity and thermal diffusivity,
respectively.  Both quantities are diffusion coefficients, v for
momentum and « for temperature. Momentum, zero at the
duet. walls, diffuses into the fluid to establish the velocity profile.
Shilarly, the temperature profile develops by the diffusion of
thermal energy.  Thus the fluid further from the wall travels
Further along the duct at its initial temperature before experienc-
ine any temperature change. The Prandil number therefore
gives the relative rates at which the two profiles develop or,
slicrnatively, the relative duct lengths (2) needed for the profiles
to develop to a particular extent.

To allow for incomplete development, Clark and Kays [1]
nsed a dimensionless correlation to relate caleulations using
Hiniting conditions to measuved values on the air side of an air-
fo-water counterflow heat exchanger with short duets.  Air has

' Vormerly, Department of Electrical FEngineering, Imperial
College of Science and Technology, London, England.
* Numbers in brackets designate References at end of paper.
Clontributed by the Heat Transfer Division for publication (with-
out presentation) in the Jour~Nar or Hear Transrer. Manuscript
rereived at ASME Headquarters, March 4, 1969; revised manuseript
received, September 11, 1969, Paper No. 7T0-HT-A.
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nearly constant Pr of order | so profiles develop together. One
object of the present work is to test the correlation method when
Pris much greater and varies throughout the duct. For trans-
former oil, it exceeds 470 at 20 deg C and falls to about 30 at
100 deg C. It is thus in order to assume fully developed ve-
locity profiles coineident with partially developed temperature
ones [5, pp. 119, 120].  Also, constant heat rate per unit of duct
length gives, in an annulus, profiles of temperature § having the
same (06/0x) for all 2. (The subscript gives the perpendicular
distance = from the heated wall.) The present work tests «
further simplifieation which was suggested, but not verified,
previously [2], namely, that all partially developed temperature
profiles are truncated versions of the fully developed one, de-
veloping outward from the wall and only changing shape where
it meets fluid at its initial temperature.

Experimental results for oil in uniformly heated ducts are
practically nonexistent. Ilemeny and Somers {6] claimed uni-
form heating, but the extremely low thermal conductivity of oil
relative to that of any solid metal tube makes the desired bound-
ary condition unlikely. ¥or this reason, the present work uses
a novel design of heated swrface. Other work, using trans-
former-type ducts [7, 8], is vitiated by the arbitrary nature of
spot oil temperature measurements.

Equations Governing Fully Developed
Laminar Flow Heat Transfer

General equations governing velocities », v, and w (in the
z, 9, =-directions) in incompressible laminar fluid flow were
derived by Navier [9]. The simplifying assumptions usually
made when solving them are set out in Appendix 1. Using
these, for limiting conditions in an infinitely wide duct (no y-

o ow ap
— ] = - (2)
ox ox 0z

where u is fluid dynamic viscosity and p is pressure causing
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direction changes),
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flow. The corresponding Fourier [10] equation is, neglecting
(08/02) compared with (06/0z)?,

2 (1
ox

where k, p, and ¢ are fluid thermal conductivity, density, and
specific heat, respectively.

These equations, or their cylindrical coordinate equivalents,
have been solved by, e.g., Hallman [11], Hanratty, Rosen, and
Kabel {12], Sidorov [13], Bodoia and Osterle [14], Yang [15],
and Rao and Morris [16], and none of these allows for changes
in both density and viscosity due to the temperature field, al-
though MeKillop {17] considered non-Newtonian viscosity.
More significantly, they were solved analyvtically by Pigford
[18] (for fluid density and inverse viscosity varying linearly with
temperature) and numerically by Bradley and Entwistle [19]
(for air with varying viscosity and density) with both constant
wall temperature and uniform wall heating. Where density
change is considered differences are evident. Usually, as in
[12 and 19], the total pressure gradient is written as Op/oz +
gp (g is acceleration due to gravity), with p defined merely as
“pressure,” and p related to its value at an arbitrary datum
temperature, e.g., duet wall in {11, 12, 16, 19], duct entry
in [18].  An outstanding contribution by Lawrence and Chato
[20] extends the solution to entry-length conditions with variable
density and viseosity in a cireular tube. Tn their momentum
equation, local density has a duct-entry datum, but to evaluate
their pressure parameter they integrated its arithmetic mean
value p,, at distance z along the duct. This, they say, is because
it was easily measured and because it has physical significance in
a combined free-forced convection problem. This physical
significance is explained in the next section. Their numerical
method offers a complete alternative to the present analy
However, its application is to simple duct sections; the present
work establishes the accuracy of an entry-length caleulation
method which can then be applied to complex arbitrary geome-
{ries, in particular, those of power transformer cooling duets.

(3)

Nature of Pressure Term

Before solving equation (2) for a vertical duet forming part

of a closed system, the nature of 0p/0z must be clarified. TIts
local value for any x in the plane at z is, with upward flow,

op op,

== — (4

oz oz gp )
where p, is the pressure due to pump action (if any). Wetherill

[21] has shown that the natural convective pressure-causing flow,
P., 18 given by

p. = gs f 0dz

where s = dp/df = const for transformer oil in the working

range. It can be shown [3] that, in fact, it is the arithmetic
mean temperature at z that must be integrated in (5). When
this is taken as datum in each duct section, (4) becomes
op  op, ( )
=T Ty = Pw) T "
>z oz glp P ae
(8)
o
=P gp, — gs(0— 6,
oz

Herve the first two terms combine to give the gradient of total
pressure p’ (pump and/or convective) causing flow, while the
third gives the local distortion of the pressure gradient and, hence,
of the velocity profile due to density changes. (The signs of ¢
and the pressure gradients in relation to the positive z-direction
must be borne in mind, e.g., in caleulating foreed flow downward
in a heated tube.} Thus (2) becomes

o ( ow\ op
ox K o ) T oz

Rearranging and allowing for temperature-dependent viscosity
(3), (7) becomes

ow L |op
o UL oz

_rp o Pf’,>2 ,ﬁ’i]
Tk Lp o oc ) a8

The forms of (8) and (9), applicable to rectangular and tubular
ducts, have been given elsewhere [3] and are stated in Appendix
2. A dimensionless form of (8) has been given [22].

— gs(@ — 8, (

=1

1)

Temperature Profile Development

Consider oil at temperature 8; and with mean velocity 1w,
entering a duct with one side dissipating heat at uniform thermal
flux go.  6; is uniform across the duct (see Fig. 1) so equals 0,
(defined in (10) below), which is thus independent of the geometry
of the veloeity profile.

The temperature of the oil in a hypothetical layer, thickness
oz, close to the heated surface rises, giving a mean temperature
gradient, (00/dx), = qu/k, approximately, across it.  Proceeding
along the duct, the oil in this layer becomes hotter but, with
g constant, (08/0x) remains constant. As soon as 0, the tem-
perature at x = 8z, exceeds 0, heat flows into the adjacent layer,
the flow rate increasing to a constant value q1, giving (00/0x); =

(5) qi/k, approximately in layer 2. Similarly, when 6, > 8,, the
= gs (area of height/temperature diagram) heat flow extends to layer 3, and so on.  During the process, the
Nomenclature
¢ = specifie heat, of duet fluid Re = Reynolds number, for heat trans- 8y, 0, = integrated means with respeet
k= thermal conductivity, of duct fer systems toz
fluid D, = duct hydraulic diameter Subscripts
s = slope of density/temperature ¢ = acceleration due to gravity b = bulk fluid
graph, of duet fluid p = local pressure-causing flow ¢ = convective effect
w, v, w = veloeities in x, y, 2-directions, of p’ = total pressure-causing flow f = limiting
duet fluid ¢ = heat flux 7 = duct entry
a = thermal diffusivity, of duct fluid 2, y, 2 = Cartesian coordinates m = integrated mean
u = dynamic viscosity, of duet fluid X = duet z-direction dimension min = minimum value
v = kinematic viscosity, of duct fluid (thickness) p = pump effect
p = density, of duet fluid 0x = small element of X z = al axial distance z
Pr = Prandtl number, of duct fluid Az = finite-difference element of X 0 = at 2z = 0 (duct heated wall)
Gz = Graetz number, for heat transfer 7 = duct z-direction dimension (ax- 1,2,3...n = number of sequential in-
system ial length) crement Az, Az, or value
Nu = Nusselt number, for heat trans- Az = finite-difference element of 7 at that number of incre-
fer system 6 = temperature ments
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form of that portion of the temperature profile already developed
iz assumed not to change. Thus more of the ultimate profile
appears above the 0, level until, at some caleulable value of z,
its minimum temperature Omin > 0; and we have fully developed
flow with uniform wall heating. Then all 08/0z = 00,/0z =
08,/0z = const (8 is the wall temperature). The final refine-
ment is to let 8 — 0 so that the profile exhibits continuous
curvature down to ;. For numerical calculation, dx is taken as
a finite difference Aux.

Assuming the velocity profile corresponding to each stage in
the development of the temperature profile to be itsell fully
developed, values of bulk fluid temperature 6, are obtained,
[5, pp. 104-105]} for any z as

X
f Guwdzx
AY !

For uniform wall heating, 06,/0z is

(10)

where X' = duct thickness.
the same for all 2.

Galculation of Profiles

First, one must calculate the limiting temperature profile for
a specified g and w,, by simultaneous solution of (8) and (9).
The boundary conditions are, for (8): w = 0 at z = 0, X;

f wdr = Xw,. for 9, 0 =686 atx = 0;00/0r = Qatx =
J 0

X, 00700 = —qok at v = 0. As a first approximation, Oy is
chosen as likely to give i for the profile about equal to the
specified 8, Next, a distance Az (initially unknown) is assumed
necessary to establish the temperature gradient (00/0x) a dis-
tance Az (here taken as X/20) from the duet wall. Using the
fruneated  temperature profile thus formed and, initially, a
parabolic velocity profile and the corresponding value of dp’/0z
at 8, the velocity profile is recalculated by finite-difference solu-
tion of (R). 0Op'/0z is then adjusted until the velocity profile

STAGE 1

X

— ey
6’ 1(:]( z=0 e}
Fig. 1

First three stages in inlet iength developmaent

Journal of Heat Transfer

gives the specified w,,. This velocity profile, together with the
original truncated temperature profile, is used in (10) to obtain
O at Az. Then, equating total heat input rate per unit duct
width (ged#) to axially convected thermal energy rate (XAz-
pew,, 08,/02), gives

o8, )

= s = eonst
oz pew, X

(11)
while

(12)

Conditions at Az along the heated duct are thus established
and any required data, e.g., local Nusselt number, N, evaluated.
Nu, is defined

¥ 7D,
Nu, = "0 (13)
k(Gy — 6,),
where D) is duet mean hydrvaulic diameter (here, D, = 2X).

The caleulation is then repeated to give Az, the distance needed
for the temperature profile to diffuse 2Ax, and so on, until every
element of the fully developed profile is formed. It includes, of

Read and write data.
tpecify Ag OOf’ Uye

Read initisl O and
w distributions.

¢ Y

lSelect initial =, ]

oz
Y

3olve (&) for

aL x T 0 a

ow
3%

dvaluate w

Solve (9) for

So bop 80 2 =0,
= 0 a8t x = X,
ox au
Zvaluate U1 E52 9 O
Sovpare U oand w
with previous Y¥S{Is w_ equal to |YSES Print out ¢ and
values, Are * oo e w distributions
they the same? specified ¥
e
Select new j_p_
3z
h 7
L Fut alllﬁ =0y [
- o,
B = 1

I

sSelve (8) for w = 0
= Z.

at x ¥ ¢ and

svaluate Vs é“

3n'
Hrite cut '()b, '3—‘5

Develop b
distrivution
for next o,

17 © profile
£y developed?

Fig. 2 OQutline flow chart
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Fig. 3 Arrangement of test duct

coutse, all cases where the actual duet length Z is less than Z,,
that necessary to establish limiting conditions.

Fig. 2 gives the outline flow chart for the caleulation of fully
developed and entry length conditions. The physical properties
of the oil used® ave given in detail elsewhere [23].

Experimental Arrangements

Fig. 3 shows the arrangement of the test duct.
surface consists of a bakelized paper base cylinder, length 36 in.
and with wall thickness '/, in.  Around the outside of this, for a
length of 14 in., is wound a constantan ribbon, 3/is in. by 0.02-in.
cross section, to form a helical winding. The electrical vesistance
of constantan changes negligibly with temperature so that the
heat generated per unit length due 1o an electric current through
the helix is invariant, although the temperature varies along it.
The outer wall in the /+in. duct is formed by a sheet of “Paxo-
lin.”  The duect-spacing arrangements are not shown in Fig. 3.
They consist of 16 1/s;-in-dia Paxolin rods placed over the helix
fand over circumferential packing pieces of the same radial
thickness above and below it). These are riveted to the cylinder
at their lower ends and each is divided into two sections, doweled
together. After wrapping the Paxolin sheet over them it was
possible to withdraw them partially. In this way the wall is
supported above and below the heat transfer surface which is
itself unobstructed. Using a thin helix on a low thermal con-
ductivity base minimizes the axial conductance of the heated
srface compared with the solid tubes used in other reported
work, e.g., [14].  As the cylinder diameter is very much larger

Its inner

3 Y(Castrol” transformer oil to BS 148:1939, grade 2512,
Table 1

Caleulated duet wall

Heat transfer mean temperature,

conditions B{deg C) for duct
o W 0; length (Z):
win.?in.sec™! degC 5in.  14in. 30 in.

4.4 3.4 57 87 96 105
4.3 11.6 H2 71 80 87
1.8 9.2 35 45 49 53
5.2 15.7 a8 78 87 95
1.8 2.0 39 52 58 63
3.5 13.7 48 64 70 76
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Fig. 4 Variation of 0y, 0), and Op'/Oz along duct for q; = 4.4w in. "2
w, = 3.4 in.sec”!, 0; = 57 deg C

than the duet radial thickness, curvature may be neglected and
the duct considered as an infinitely wide one. By winding «
0.011-in~dia, Lewmex insulated, copper wire between the tuwrus
of the helix, the mean wall temperature, f, is measured by
change of electrieal resistance.

0il flows into the center of the bottom of the steel tank con-
taining the duct assembly. It enters aud leaves the duet through
two sets of 11/+in-dia holes in the base eylinder. Between these,
horizontal bafiles inside the cylinder prevent bypass flow and
minimize inward heat transfer.  Oil circulation is maintained by
a d-¢ motor-driven gear pump and metered by a nutating disk
meter. Oil cooling is by oil-to-water shell/tube heat exchangor.
The oil inlet temperature is measured (and its uniformity across
the flow section checked) by an array of thermocouples across
the inlet pipe flange joint.

Results and Discussion

Temperature and velocity profiles were computed for the six
combinations of gy, w,, and §; specified in Table 1. Typical
aleulated variations with 2z are given in Fig. 4 for 6, 6,, and
op’/dz, and in Fig. 5 for Nu,, Pr, and Revnolds number, Re,
defined

_ Mt (14)

For each case, Table 1 gives:

I Calculated values of Z; and of f, and Nu,, duct wall
temperature, and Nusselt number at Z,.

2 Caleulated mean duet wall temperature 8, for duet lengths
(Z) of 5, 14, and 30 in.

3 Measured 0 for Z = 14 in.

Fig. 6 compares calculated and measured & for Z = 14 in.

Fig. 7 uses the Clark and Kays [1] method to correlate calcu-
lated values of Nu/Nu; for the six specified heat transfer condi-
tions in each of the three ducts. The abscissas are Re PrD, /7,
known as the Graetz number, Gz, Nu is defined [5, p. 123]
”,(101)1

Ny = LD 15
" k(B — 6},) ))

Principal results

Measured ]
duct wall mean  Fully developed
temperature conditions

for 14-in. attained at

duct, deg C Ziin.  8,deg C Nuy
95 185 153 9.0
79 680 162 7.5
48 628 95 6.5
88 894 184 7.6
56 138 91 7.1
69 839 145 7.1
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Fig. 6 Comparison of experimental and calculated wall mean tem-
peratures

In the tests providing the data in Fig. 6, ratios of maximum to
minimum ¢o and w,,, were about 3 and 8, respectively, while 8,
varied over a range of 20 deg C. Furthermore, the 14-in. heated
length is never more than 10 percent, and usually less than 5 per-
cent, of Z,. Fig. 5 confirms that conditions are entirely entry-
length ones.  Nevertheless, there is excellent agreement between
caleulation and test, discrepancies being no greater than ex-
pected from uncertainty in oil physical properties (especially
i), Having confirmed the accuracy of the caleulation method,
caleulated values have been used to confirm the validity of the
correlation method, Fig. 7. It should be noted that the Nu,
values in Table 1, which allow for variable p and u, are very
inuch higher than the constant property one of 5.38 [5, p. 117].
The flattening of the curve shows the diminishing rveturns of
higher flow rates and/or shorter ducts within the laminar regime.
Curiously, the correlation for these mean Nusselt numbers at
varying physical properties agrees well with that quoted by
Kays [5, p. 132] for local Nusselt number, Nu,, at constant
properties. This is explained qualitatively by the much higher
absolute values of Nu, with, compared to without, physical prop-
erty change as z increases. For comparison, the curve for Nu,
5, p. 132] calculated for thermal entry length only (i.e., no
progressive velocity distortion) is shown dashed in Fig. 5.

The Gz range in Fig. 7 is well beyond that (Gz < 800) previ-
ously investigated. Mean curves for two earlier sets of results
ave added for comparison. One, from [1}, is for a square cross-
scction duet; the other, from [2], is for the complex case of a high

Journal of Heat Transfer
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Nay ©
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6000 8000

Gz

o) 2000 4000

Black circles are calculated results con-
firmed by test; hollow ctircles are calculated results. Curve (a) for NUz/
Nu; calculated for no physical property change [5]. Curve (b) for square
section duct [1]; curve (c) for high voltage transformer duct [2].

Fig. 7 Correlated results.

voltage transformer duct with low thermal conductivity walls,
not divectly heated.

Qualitative evidence of the truncated form of developing
temperature profiles is found in the measurements of Lawrence
and Chato [20] and Stenkvist [24].

By considering fluid density changes both locally in each duct
section and also around the complete flow path, the present
work gives an insight into the mechanism of mixed convection.
This is that the behavior of an element of fluid within the heated
duet is unaffected by whether the overall pressure gradient caus-
ing its movement is due to a pump or to a convectively generated
pressure head—or how much of it is due to one or to the other.
Heat transfer performance is sensitive to velocity profile distor-
tion which increases as local forces, due to changes in physical
properties, increase relative to the overall pressure gradient {2].
This effect can be described as due to free convection; it results
from physical property changes within the duet and not from
the manner in which the pressure head causing flow is generated.

Conclusions

1 Equations governing limiting temperature and velocity
distributions for laminar flow in a vertical, uniformly heated,
duet are presented. They allow for changes in physical proper-
ties with temperature.

2 With a high Prandtl number fluid, the simplifying assump-
tion of a temperature profile, in its limiting form, developing
outward from the duct wall in the presence of an already fully
developed velocity profile, gives accurate prediction of thermal
performance with a simple duct geometry. It has proved
equally suceessful in a much more complex system [25].

3 The Clark and Kays correlation method applies with high
Prandtl number fluids in a unilaterally heated finitely wide
duct over a wide range of Graetz number.

4 The pressure head generation mechanism of free convec-
tion has been distinguished from its effect in improving heat
transfer within a duct.
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APPENDIX 1

Conventional Simplifying Assumptions

1 Conditions are steady-state ones.

2 Axial heat-conduction and momentum change are negli-
gible.

3 Energy dissipation due to viscous effects is negligible.

4 Velocities and pressure gradients in directions perpendicular
to the duct axis are negligible.

APPENDIX 2

Equations for Rectangular Ducts and Tubes

For a rectangular duct, (8) and (9) become

O o2 1 on'
S S 20— 0,
o’ oy u 2
du {ow of n ow 60>" (L6
- e = 3y
46 \ox ox dy Oy o
> n oM 1 o6 dk [ (o6 + (ae 2)‘ (17
— = | pew - — )
du? oy k P e T a oy) /1 !
For a circular tube, (8) and (9) become
2 p’ g o]
o*w 1 ,O,I,U o J %)._ o (/S(e — (9"1) — E)E) é,ﬁ (["\;;':,
ore roor w0 or or df |

20 1oo 1

51‘? roor /\

Dg _ of\? dkjl (19
P or) db -

For (16) and (18), boundary condition are w = 0 around duct
walls, specified w,, or dp’/dz, while for (17) and (19) 6 = const
specified value around duct walls and, additionally, for (19)

o8 duet wall b heat flux
or = - around duct walls:
r :

or
08,  4(duct wall heat flux)
oz p(/w,,,D,‘

while for (17)

90,  4(duct wall mean heat flux)

dz pew,. D,
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Heat Transfer to Mercury Flowing in Line
Through an Unhaffled Rod Bundie:
Experimental Study of the Effect of Rod
Displacement on Rod-Average Heat
Transfer Goefficients?

G. McAreavey.? The authors have presented a rather interest-
ing feature of heat trausfer behavior in rod clusters. The phe-
nomenon is of a particular importance for highly rated nuclear
reactor fuel elements cooled by liqquid metals, in which nonuniform
rod spacing may arise from dimensional ervors in support grids
and thermal bowing between grids,

It is well known that the mean heat transfer coeflicient increases
with decreasing P/D, the rate of inerease being greater the smaller
the value of P/D. One might have expected, therefore, that for
the displaced pin the heat transfer behavior, at least in the
vieinity of the widest and narrowest gaps, would be very similar
to that for pins with appropriate large and small P/D ratios, and
that the average wall temperature would decrease, resulting in a
higher, not lower average heat transfer coefficient. Clearly,
this simple reasoning is complicated by the distortion of the heat
flow lines shown by the authors in Fig. 4, but if the explanation
lies in the lengthening of the heat flow paths, then one would
expect 1o see an increase in wall temperature at every part of the
cireumference. Some typical plots of wall temperature would
have made a valuable addition to the paper.

Secondly, it is difficult to understand why there should be vo
measurable change in the mean heat transfer coefficient of pin
4 when pin B is moved in the divection p — ¢. The minimum
gap between pins 4 and B closes to half the extent that the gap
between pins B and € eloses, and the reduction in total coolant
area available to pin A is 3/5 the reduction for pin €. It is clear
from consideration of Fig. 4 that the heat flow lines around pin 4
must also suffer some distortion. One would have expected,
therefore, that the heat transfer coefficient for pin 4 would de-
crease to possibly half the extent of the decrease for pin C.

It would be useful to know to what extent the reported phe-
nomenon is dependent on the achievement of fully developed
flow, since this is rarely achieved in fuel elements with grid
supports,

Finally, could any significant ervor in assessment of the average
wall temperature arise from measurements at 40 deg intervals,
bearing in mind that a sixth harmonic variation would be present,
particularly for large displacements.

1By PoJ. Hlavae, O, E. Dwyer, and M. A. Helfant, published in the
November, 1969, issue of the Journar or HeEar TRANSFER, TRANS,
ABME, Series C, Vol. 91, No. 4, pp. 568-580.

* Benior Engineer, Central Technical Services, United Kingdom
Atomie Energy Authority, Reactor Group, Warrington, England,
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Authors’ Closure

First, let us look at the statement, “It is well known that the
mean heat transfer coeflicient increases with decreasing P/D, the
rate of increase being greater the smaller the P/D ratio.”” Actually,
this is only true for wide £7/D ratios where there is a negligible
amount of eircumferential heat flow in the coolant stream. As
the /D ratio is lowered, the mean heat transfer coeflicient goes
through a rather sharp maximum at P/D ~ 1.15 for turbulent
flow. This is caused by the introduction of circumferential
heat flow in the coolant.  As P/D— 1.00, this circumferential heat
flow becomes very appreciable with a corvesponding decrease in
the mean heat transfer coefficient.

Now, a very similar thing happens when a rod is moved off
center, even for a P/D ratio as large as 1.75, except that the heat
transfer in the coolant oceurs over a circumferential distance that
is much greater than that in the symmefrical case with the low
P/D ratio. This is discussed on page 372 in the paper and il-
lustrated in Fig. 4 on the page just preceding that. In the
asymmetrical case, the heat flow through the greater distance
causes the wall temperature to rise in that (those) portion(s) of
the rod in relatively close proximity to another rod. It must be
remembered that in turbulent-flow, liquid-metal heat transfer,
the thermal resistance is not concentrated in a thin layer near the
wall, as in the case of ordinary fluids.

It was further found that when a rod was moved toward a
neighboring rod, its local heat transfer coefficient decreased at all
points on its circumference—not just in that region facing the
other rod.  Again, this is believed to be due to the “pile up’” of
heat at the wide part of the coolant channel, caused by the cir-
cumferential heat flow from the narrow part of the channel.
This is discussed in a second paper® from the same study which is
scheduled for publication in the near future.

teferring to Mr. MeAveavey’s second point, the reduction in
the coolant area for rod A is only about one-quarter that for rod
C, but more importantly, the lost area ix more expendable (i.e,,
the corner of the hexagon, not the side). The result is that there
is very little circumferential heat flow around rod A4, and there-
fore its mean heat transfer coeflicient should not decrease ap-
preciably, as rod B is moved toward C.

In liquid-metal heat transfer, particularly iu the practical
Peclet range, there is basically not a great deal of difference be-
tween fully developed turbulent-flow heat transfer and slug-flow
heat transfer.  For that reason, one would expect that the detri-
mental effects of rod displacement (or bowing) would be almost as
bad in hydrodynamic entrance regions as in fully developed tur-
bulent flow.

With a P/D ratio as large as 1.75, one would not expect to pick
up a sixth harmonic variation in the eircumferential temperature
profile. Iiven as rod B was moved toward (', there was no sig-
nificant effect of rod 4 on the circumferential temperature varia-
tion of rod B. Several surface-temperature profiles are presented
in the paper by the authors.?

3 Dwyer, O. ., Hlavac, P. J., and Helfant, M, A., to be published
in the September, 1870, issue of Nuclear Science Engineering.
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